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EXECUTIVE SUMMARY

Purpose of the Free Flight Phase One (FFP1) Human Factors (HF) Action Plan

The purpose of the FFP1 Human Factors Action Plan is threefold.  One, it identifies human factors components that may affect the successful introduction of core free flight phase one (FFP1) capabilities.  Two, it proposes specific approaches that will lead to early resolution.  Three, it puts a mechanism in place that allows FFP1 Program Office (AOZ) management to monitor and track all human factors activities within the FFP1 program.  It is premised on the conviction that the users and maintainers of the tools must be involved early and continuously – from initial design and development through final deployment and implementation.

FFP1 Human Factors Management System

This action plan identifies 32 strategic activities considered necessary for the successful introduction of FFP1.  The FFP1 Human Factors Management System will build upon methods that each of the product teams may have already initiated and will use AOZ-level human factors (HF) processes to ensure that appropriate action is carried out.  A crucial aspect of the management system is the establishment of a Human Factors Review Board that will provide guidance for the early identification and resolution of FFP1 human factors issues and risks and promote the exchange of relevant information and knowledge.  The Review Board will be organized under the direction of the FFP1 Integration Manager (AOZ-40) and will be chaired by the FFP1 Human Factors Coordinator.  The initial board members will include an FAA representative and the human factors lead from each of the five FFP1 product areas, the FFP1 representatives of the National Air Traffic Controllers Association (NATCA) and the Professional Airway Systems Specialists (PASS), and an FAA Human Factors Division (AAR-100) representative.  All FFP1 Product Managers are ex officio members of the Review Board.

Strategic Actions/Guiding Principles



The formulation of the action plan has been guided by four general principles:  



First, a cooperative, collaborative climate will be fostered among those involved in the program so that human factors work will not be seen as distracting, intrusive, or irrelevant.



Second, systematic and vigilant oversight will ensure that the action plan is followed.  The perspective gained from the oversight process can also be expected to contribute to the creation of synergy within and across all programs in FFP1.  



Third, human factors issues must be resolved in a timely and responsive fashion.  Because of collaborative relationships, issues are less likely to be ignored or concealed.  With effective oversight, issues are more likely to be quickly identified and resolved.  By following a comprehensive action plan, procedures will be in place for finding the best solutions without delay.



Fourth, the action plan must be realistic.  Resources are limited, and schedules need to be maintained.  Certain recommendations may require action not covered by existing statements of work.  These factors will be assessed, and their cost and schedule impacts weighed by AOZ management.

Scope of the Action Plan



This action plan, in its current version, focuses primarily on the air traffic control (ATC) workforce.  Later, when negotiations of the Professional Airway System Specialists (PASS) contract are concluded, it will be expanded to include more specific issues pertaining to the Airway Facilities (AF) workforce.  The recommendations contained in the action plan are conterminous with the timetable and scope of the FFP1 program.  They do not deal with human factors issues that may affect programs on which certain FFP1 capabilities depend, related programs, on follow-on activities that fall outside the FFP1 time frame.  While any such human factors work may, and hopefully will, be carried out concurrently, it is not included in this action plan.  

Summary of Recommended Actions

The following recommendations are the outcome of discussions with FFP1 product managers, supplemented by information obtained from FAA human factors specialists, contractors, and consultants.  The study team also drew heavily upon reports of prior human factors work, together with accounts of current efforts to identify and resolve human factors issues relevant to FFP1 core capabilities.

Table 1

Recommended Actions: Filling in the Gaps

Program


Recommended Action
Reference (Page)

TMA

pFAST
The CTAS Human Factors Team should monitor the CTAS CHI development for Spiral Builds 1, 2 and 3 to ensure that: (1) the CHI requirements are appropriate from a human factors and operational perspective; and (2) the CHI requirements (and the intent of the requirements) are implemented effectively into the software being developed by CSC and Sterling Software.
2.6.1, page 10


Work with end users and HF staff to identify CHI incompatibility issues and recommend solutions.
2.6.2, page 10


Conduct a study to identify additional activities that need to be done to gain controller acceptance of TMA/pFAST.
2.6.3, page 11


Establish a CTAS User Team with representation from the FFP1 sites to participate in future activities, such as training, user manual development, and CHI requirements reviews.
2.6.3, page 11


Work with a cadre from ZFW/DFW to identify issues in implementing CTAS at other FFP1 sites.  Categorize issues, such as adaptation, basic CTAS CHI and functionality and training for the appropriate resolution.
2.6.3, page 11


Conduct a study to evaluate the problems controllers at DFW TRACON are experiencing using pFAST with monochrome displays and the extent to which color displays mitigate these problems.
2.6.4, page 12


Identify and resolve maintenance and control (M&C) human interface issues.
2.6.5, page 12


Ensure that CTAS training materials are developed.  These materials and the training concept should be reviewed by the CTAS User Team for operational usefulness.
2.6.6, page 12


Develop a CTAS HF Plan to include roles, responsibilities, and schedule of activities to address specific issues identified in the FFP1 HF Action Plan.
2.6.7, page 13

URET CCLD
Develop a human factors plan for URET CCLD with specific details laying out the human factors activities.
3.6.1, page 16


Develop and execute a “game plan” for achieving AT acceptance at the 5 new URET CCLD sites.
3.6.2, page 16


Monitor engineering progress toward a console solution for adequate strip capacity during a URET CCLD outage.  Obtain AT CP Team assessment.


3.6.3, page 17

URET CCLD
Identify functions for which controllers use paper strips at the 5 new URET CCLD sites.  Address ways to reduce strip capacity needs during non-URET CCLD operations.
3.6.3, page 17


Analyze FAA policies related to AT staffing levels versus actual staffing levels for each URET CCLD site.
3.6.4, page 17


Ensure that training for URET CCLD addresses how to operationally integrate the use of URET CCLD into sectors.
3.6.5, page 18


Ensure that URET CCLD procedures are developed and validated.
3.6.6, page 18


Conduct an interactive AT simulation to validate the AT CP Team’s operational concept for URET CCLD outages (i.e., revert to paper strip operations).
3.6.7, page 18


Use the URET change management process for AT requested changes to requirements.
3.6.8, page 19


Continue AT CP Team assessments of the evolving URET CCLD system.  Use Indianapolis and Memphis URET prototypes to obtain field feedback for selected new functionality and CHI.
3.6.9, page 19


Work with the AT CP Team to define the supervisor’s role and tasks in URET CCLD.
3.6.10, page 20


Assist the AF team in identifying and resolving human factors issues.
3.6.11, page 20

CDM


Conduct an audit to identify all CDM human factors issues and recommend to management any followup actions that may result.
4.6.1, page 24


Provide guidelines to develop procedures for using collaborative routing conferencing.
4.6.2, page 24




Provide an initial collaborative routing (ICR) HF assessment plan, conduct an HF assessment, and provide results to management.
4.6.2, page 25


Apply human factors to enhance the post operations evaluation tool (POET) to make the application more effective and efficient.
4.6.3, page 25



SMA
Review the deficiencies identified in the Atlanta prototype.  Conduct possible case study to determine “lessons learned.”
5.6.1, page 27



Cross- cutting
Work with the FAA Human Factors Division to develop a protocol to assess changes in the nature of controllers’ and airway systems specialists’ jobs, skill changes required, or alteration of roles in the transition to FFP1 capabilities.
6.1, page 29


Perform a schedule and cost analysis of the FFP1 Action Plan activities list.  Develop strategies for mitigating potential risks as they are identified.
6.2, page 29

Cross- cutting
HF specialists in the FFP1 program will work with AF to define maintenance concepts for the various FFP1 capabilities, determine if new skills are required, draft new procedures, and determine future training needs.
6.3, page 29


Identify and resolve maintainability and CHI usability issues.
6.3, page 30


Expand use of human-in-the-loop (HITL) simulation at critical points in the development cycle.
6.4, page 30

Training
Periodically review training needs and evaluate training effectiveness.
Sec. 7, page 33
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SECTION 1.

GENERAL FRAMEWORK FOR THE ACTION PLAN

1.1
Introduction.  The FAA, in partnership with the aviation community, is committed to the development of free flight: an air traffic management concept that will ultimately give pilots operating under instrument flight rules the freedom to select their path and speed in real time.  The benefits of the free flight concept include improved safety in an increasingly congested airspace, greater flexibility in route choices for pilots and airlines, and more efficient use of airspace to accommodate aviation growth.

In March 1998, a National Airspace System (NAS) Modernization Task Force, acting upon a request by Administrator Jane Garvey, recommended a strategy that would deliver early benefits of free flight through the fielding of certain low-risk capabilities designed to increase system safety and capacity, while reducing fuel and crew costs.  The tools will be deployed incrementally, at selected locations throughout the NAS from the present to the end of 2001.  This strategy, subsequently named Free Flight Phase One (FFP1), reaffirms the approach advocated by the RTCA Task Force 3 and was endorsed by the RTCA Select Committee on Free Flight in April 1998.  The FFP1 Program Office was formed in July 1998 to serve as the single point of accountability within the FAA for FFP1 issues.  


The FFP1 program encompasses the following core capabilities:

· Passive Final Approach Spacing Tool (pFAST) 

· Traffic Management Advisor (TMA) 

· User Request Evaluation Tool (URET)

· Collaborative Decision Making (CDM)

· Surface Movement Advisor (SMA) 
1.2
Purpose.  This action plan (1) identifies human factors components that may affect the successful introduction of FFP1 core capabilities, (2) proposes specific approaches that will lead to early resolution and (3) establishes a process that allows AOZ management to monitor and track all human factors activities within the FFP1 program.  A summary of the recommended actions is presented in Table 1. 

1.3
Background.  The implementation of FFP1 promises to yield significant benefits, both near and long-term.  A number of recent studies have recognized, however, that the successful introduction of FFP1 capabilities rests, in large measure, upon the successful resolution of substantive human factors issues.  The National Research Council (NRC), in its study of the future of air traffic control, urged that consideration be given to “serious reforms in the scope of [human factors] activities” pertaining to air traffic control (ATC) modernization.  This recommendation was reinforced by RTCA’s view that “carefully constructed test and validation plans for all human factors issues” are essential “to ensure

 . . . a viable and credible NAS.”  Similarly, the General Accounting Office (GAO) argued that the FAA should develop a systematic approach to identify human factors issues and the strategic actions necessary for the success of FFP1.  

FAA Administrator Jane F. Garvey broadly concurred with these recommendations in recent congressional testimony, noting that “ATC modernization is more than acquiring new technology.  It must be human-centered.”  


While the FAA has been long aware of the importance of human factors, the NRC, RTCA, and GAO reviews offer helpful insight into common causes of problems that can thwart the best of intentions.

· FAA project managers are under pressure, both internal and external, to quickly deliver new systems.  Their commitment with regard to human factors assessments can be overtaken by events as they try to accelerate the pace of development.  The temptation exists to gamble that human factors problems can be corrected later when the deadline pressure eases.  That this is a high risk bet is by now an extensively documented fact.  

· Human factors solutions may not be uniformly applicable.  The existing ATC system is the result of an evolutionary process in which local adaptation often occurred.  As a result, it is difficult to generalize across the entire system whenever users have tailored procedures to suit the requirements of specific sites and situations.  Human factors assessments must take into account this complex adaptive process.  Procedural variations from place to place can, in fact, be important clues to human factors issues because they pinpoint instances where users made their own adjustments and modifications. 

· No single system is likely to satisfy every user.  This fact is apt to be especially important in FFP1 because air traffic controllers, maintenance technicians, pilots, and airline operations personnel may all have somewhat different criteria for acceptability.

· Human factors activities within the FAA need better coordination.  In the view of many who have considered this problem, an actively managed network of collaboration and consultation among those involved in the human factors aspects of FFP1 would improve coordination while retaining flexibility.

The FFP1 Human Factors Action Plan takes these institutional and organizational factors into account in the design of an approach that will ensure that the development and deployment of FFP1 core capabilities proceed with minimal complications from unrecognized and unresolved human factors issues.  

1.4

Approach.  This action plan was developed following a thorough review of past and current human factors efforts encompassing (1) interviews with program managers and their support staffs; (2) consultations with the FAA Human Factors Division and human factors specialists working on FFP1 programs; and (3) an examination of numerous reports, manuscripts, and other documents dealing with relevant human factors issues and activities.



The action plan conforms to essential elements of FAA Human Factors Planning Guidelines.  It recognizes the important role of a human factors coordinator in developing, directing, and monitoring the FFP1 human factors program.  It draws upon the FFP1 Core Capabilities Limited Deployment Operational Concept Overview prepared by RTCA (presented here in Appendix B), and takes account of what is known about user and task characteristics that are likely to influence the successful introduction of FFP1 tools.  Most important, it lists and describes the recommended activities that constitute the crux of the action plan and establishes a management system so that each activity can be systematically tracked and progress documented.  A defining feature of the FFP1 Human Factors Management System is the creation of a Human Factors Review Board that will provide a forum for the coordination and resolution of issues within strict time constraints.  

1.5
Scope.  This version of the action plan focuses primarily on human factors in FFP1 that affect the FAA’s controller workforces.  Issues of concern to airway systems specialists are also included, although not at the same level of depth in this version.  Once the negotiations on the PASS contract have been concluded, the action plan will be expanded to address the Airway Facilities workforce in greater specificity.  Issues of concern to pilots and airline operations center (AOC) personnel, although equally important, are not addressed in this action plan.

Only issues that fall within the scope and timetable of the FFP1 program were examined.  Human factors assessments with respect to broader issues, follow-on programs, or on programs on which FFP1 depends will, ideally, move forward concurrently with the activities in this action plan.  

While this action plan is intended primarily for FFP1 system developers and operational personnel, it may also provide a source of reference for those working on other NAS modernization activities.  The reader is assumed to have a general knowledge of ATC and traffic flow management (TFM) terminology.  

1.6
Constraints and Limitations.  The FFP1 consists of many projects in various stages of development and deployment.  Although bracketed together for programmatic purposes, they function as essentially independent projects.

Some initiatives, such as SMA and components of CDM, have already been deployed and are operating at certain sites.  Both TMA and pFAST have had working prototypes in the field for several years.  URET is undergoing field trials at Indianapolis and Memphis Centers.  Standard human factors research protocols are intended for use at the beginning of a linear development process, when basic design issues are first addressed.  The fact that all FFP1 capabilities are already well along in the development and deployment cycle and are progressing on multiple tracks complicates the planning of human factors assessments.  It is not feasible to restart the entire effort: we must begin in medias res, joining a process that is already underway.  The components of FFP1 are at different stages of development, and the sequence is not a series of straight, stepwise 

advances but a spiral progression.  Each technology is introduced incrementally, with fine-tuning preceding each stage of subsequent deployment, following the recommendations of RTCA.

As a result, human factors issues may change as products or procedures are modified: new issues will come to the fore as others recede in importance or relevancy.  

A well-constructed action plan must be a living document, flexible enough to adjust to this dynamic situation.  

The action plan also recognizes that resources are limited and that schedules need to be met.  Some recommendations may necessitate activities not presently accounted for in existing statements of work. A parallel review is underway to assess costs and timing of the recommended actions so that these impacts can be understood and weighed by AOZ management. 

1.7

Structure of the Action Plan.  The first four sections provide an overview of each core capability, a brief summary of how the product evolved, a discussion of human factors issues related to the specific tool, and a recommended course of action for resolving the issue:

· Section 2 describes pFAST and TMA.  These programs are reviewed jointly, since both are components of the Center TRACON Automation System (CTAS) and are being developed along parallel paths; 

· Sections 3-5 review URET, CDM, and SMA.

· Section 6 discusses crosscutting issues applicable to all FFP1 programs.  

· Section 7 describes a training approach for FFP1 core capabilities.  

· Section 8 outlines a new FFP1 Human Factors Management System for managing, coordinating, and resolving human factors issues in the FFP1 program.  The many recommendations that human factors issues be addressed early and continuously require both a new approach to HF project management and improved methods of assessment, including techniques capable of providing quick, informative feedback.  

· Section 9 contains a list of references.

· Appendix A contains the survey of internal and external organizations providing human factors support for FFP1 programs.

· Appendix B contains the FFP1 CCLD Operational Concept Overview prepared by RTCA.

· Appendix C provides a glossary of acronyms used in this document.

SECTION 2.

PASSIVE FINAL APPROACH SPACING TOOL (pFAST) AND TRAFFIC MANAGEMENT ADVISOR (TMA)

2.1
Product Description.  Both pFAST and TMA are components of the center-TRACON automation system (CTAS).  Each tool has been designed to provide a level of automation and capability that is not dependent on the other tool functions but can work in concert to provide enhanced benefits.
  An outline of the high-level functionality of both tools is contained in the CTAS System Functional Description/Top Level Design (FD/TLD).

2.1.1
PFAST.  This decision support tool will help controllers and traffic management coordinators (TMC)
, primarily in terminal radar approach control (TRACON)
 facilities, manage arriving traffic to achieve a more orderly spaced flow of traffic on final approach.  More specifically, pFAST acquires flight and track data from either the automated radar terminal system (ARTS) or, ultimately, the standard terminal automation replacement system (STARS), then produces a suggested runway assignment and landing sequence number for each arriving aircraft.  PFAST displays these schedules in the traffic management unit via a timeline to runways or final approach fixes and sends the suggested runway assignment and sequence position to be displayed in the arriving aircraft’s flight data block at the TRACON controllers’ workstations.  The pFAST timeline or situation display can also be passed to the air traffic control tower (ATCT) controller if desired.

2.1.2 TMA-Single Center (TMA-SC).  This strategic flow management tool assists the air route traffic control center (ARTCC) and TRACON TMC’s in making efficient decisions regarding the sequencing and spacing of en route arrival aircraft.  The Dallas-Fort Worth (DFW) prototype, developed jointly by the FAA and NASA Ames Research Center, introduces the concept of “time-based” scheduling of arrivals, which has been shown to provide terminal-area capacity increases over the present “miles-in-trail” method of arrival control.  The miles-in-trail method constrains aircraft on given arrival routes to a fixed in-trail, spatial separation, with no guarantee that aircraft streams on multiple converging routes will easily merge.  The DFW prototype’s time-based scheduling provides aircraft-specific, scheduled times of arrival (STA) at ARTCC/TRACON feeder gates as well as points upstream in ARTCC airspace.
  

TMA-SC will develop an arrival scheduling plan (meter list) for an airport; compute estimated times of arrival (ETA) and assign scheduled times of arrival (STA) to meter fixes, final approach fixes, and runway thresholds for each aircraft.  It will also provide meter fix load balancing by assigning aircraft to runways. 

Based on current and future traffic flow, TMA optimizes available capacity by defining flow strategies as meter fix crossing times.  Through continual calculation updating, TMA provides meter fix load-balancing capability to an en route TMC by responding to changing automatic data inputs and manual controller inputs for flow or capacity constraints.  Fix load balancing is achieved by assigning runway meter times to optimize airport throughput by performing the necessary calculations to schedule traffic across all appropriate upstream fixes.  TMA provides TMC’s with the functionality, color monitors, and data input devices to coordinate the flow of arriving traffic by graphically depicting the traffic demand and arrival schedules. 

2.2
How pFAST and TMA Evolved.  Both pFAST and TMA were developed through a unique design process in which scientists, engineers, and controllers collaborated to create an integrated set of algorithms, software, and human interfaces.  Controllers were involved at every stage.  In the case of pFAST, a system design team comprised of controllers, supervisors, and staff personnel from a number of large TRACON’s including New York, Los Angeles, Boston, Chicago, Denver, and Dallas-Fort Worth was assembled to provide input to the NASA engineers on ATC procedures.  As the project matured, the design team membership was gradually reduced to include only DFW personnel who participated in approximately 1,000 hours of site-specific simulations in the laboratories at the Ames Research Center and the William J. Hughes Technical Center (WJHTC).  The prototype that evolved was developed from the simulations and continues to benefit from the input of working controllers.
  


The development of the initial pFAST prototype was a cooperative effort between the FAA and NASA Ames Research Center that began in the late 1980’s.  NASA, under the guidance of FAA controller personnel, developed the pFAST algorithmic software, while the FAA developed the interface between the pFAST and existing terminal automation equipment.  The DFW TRACON is serving as the development site for pFAST.


The Fort Worth ARTCC is also the development site for TMA, where it has become a primary tool of daily operations.  Originally slated for removal at the conclusion of the evaluation period, NASA and the FAA agreed, at the request of facility personnel, NATCA, and the Air Transport Association (ATA), to maintain TMA at the Fort Worth ARTCC and DFW TRACON.  The TMA system will continue in use until the FAA puts in place a successor system and its associated support apparatus.  A reengineered prototype has operated at Denver since February 1995.  Other prototypes have been installed at Atlanta, Los Angeles, and Miami facilities.

The development of the CTAS tools was, according to a Volpe National Transportation Systems Center (VNTSC) review of lessons learned, “one successful program that followed all the rules.”  Engineers and human factors specialists collaborated with controllers as prototypes underwent numerous design changes.  The result of “doing things right from a process standpoint” was “an example of well-designed automated tools for controllers.”

2.3
Target Workforce.  PFAST will be used by TRACON controllers and TMC’s to sequence and schedule aircraft on the final runway approach.  TMA will assist the TMC’s at the ARTCC’s and TRACON’s in developing arrival sequence plans for selected airports.  TMA converts the ARTCC arrival sequence plan to metering lists to be displayed on the sector controllers’ PVD or DSR terminals via the host computer system (HCS).

2.4 Controller Interface.  As described in the functional description/top level design (FD/TLD), implementing pFAST has focused on two different controller interface platforms.  The first interface platform is the full-digital ARTS display (FDAD): the current controller interface in operation at Dallas/Fort Worth.  This is a monochrome digital display with trackball, keyboard, and analog input devices.  The second interface platform will be STARS.  Along with new computers to replace the present complement of ARTS IIA, IIE, IIIA, and IIIE hardware (HW), STARS provides a new controller workstation with full-color digital display.
  Under the FFP1 proposed deployment schedule, FDAD will provide the controller interface for pFAST at the DFW, 

Southern California, and Chicago TRACON’s.  Subsequent deployments of pFAST at the Atlanta, Minneapolis, and St. Louis TRACON’s will use the STARS enhanced system capability (ESC) interface.  There is some discussion, however, that the Atlanta TRACON may use an ARTS IIIE (national software version A6.05) with STARS early display system (EDS). 

The TMC’s primary tool for interfacing with the TMA is the timeline graphical user interface (TGUI), a time-based flow visualization tool displaying ETA and STA sequences on vertical timelines.  A second visualization tool is the plan view graphical user interface (PGUI).  TMA generates controller advisories that are transmitted to the operational ATC Host computer.  The advisories are displayed superimposed on the sector controller’s PVD, and, ultimately, on the display system replacement (DSR) monitors,
 as a list of aircraft designators in a time ordered sequence.  

The human interface with pFAST and TMA is further described in the Center-TRACON Automation System (CTAS) Plan View Graphical User Interface (PGUI) CHI Requirements for Spiral One, dated December 14, 1998.

Table 2

pFAST Candidate Locations and Deployment Timetable
Location
Status
Dependencies

Dallas/Fort Worth (DFW) TRACON (Field test site)
April 2000 (NASA prototype in operation since 1996.  Operational testing February – July 1996.)
ARTS IIIE 

Southern California (SCT) TRACON
Initial operational evaluation (IOE) February 2001
ARTS IIIE

Atlanta (ATL) TRACON 
IOE March 2001
STARS (or possibly ARTS IIIE, version A6.05 with STARS EDS)

Minneapolis (MSP) TRACON
IOE July 2001
STARS

St. Louis (STL) TRACON
IOE November 2001
STARS

Chicago (ORD) TRACON
To be determined (TBD)
ARTS IIIE

Table 3

TMA Candidate Locations and Deployment Timetable
Location
Status
Dependencies

Fort Worth ARTCC (ZFW) (Field Operation Test Site)
April 2000 (NASA prototype in operation since June 1996.)  
Host/EDARC replacement; Host 320 patch for two-way interface; Host interface device/NAS local area network for interface to the Host computer. (Each candidate site will use a similar HW platform.) 

Minneapolis ARTCC (ZMP)
IOE June 2000
See above

Denver ARTCC
IOE September 2000 (Initial NASA prototype installed early 1990’s.  Reengineered prototype operating since February 1995.)
See above

Los Angeles ARTCC 
IOE December 2000
See above

Atlanta ARTCC
IOE March 2001
See above

Miami ARTCC
IOE June 2001
See above

Oakland ARTCC
IOE September 2001
See above

Chicago ARTCC
TBD
See above

2.5
Human Factors: Current Status. 

2.5.1
Human Factors Assessment of pFAST.  The first shakedown test of pFAST took place in January 1996, followed by an operational field evaluation by NASA in February – July 1996.  Human factors data collected during the test describe the impact of the automation upon the air traffic controller in terms of perceived workload and acceptance.  The overall findings were generally positive.

Specifically, it was found that despite the increased number of aircraft controlled during the field evaluation, the controllers did not report any significant increase in mental demand, time pressure, or overall effort.  The perceived workload remained at about the level to which the controllers say they are accustomed.  While sequencing advisories elicited more dissent than did runway advisories, controllers nevertheless tended to adhere to them.  The investigators, Lee and Sanford, also found evidence of reduced point-outs
, suggesting that the controllers were able to attend more to the key tasks of monitoring and controlling aircraft and made less frequent use of other controllers’ airspace.  

Lee and Sanford discussed several limitations of the study and suggested questions that warranted further investigation, using larger and more diverse samples of controllers.  They believed it important, for example, to analyze in detail the effect of traffic complexity on controller time pressure or aspects of workload.  Certain of these questions have been the subject of followup studies.  Among the issues subsequently explored is the extent of human factors concerns when TMA and pFAST are used together. 

Another unknown is the extent to which pFAST will be perceived as changing what was once considered a primary controller function.  “Controllers,” the researchers concluded, “are likely to be concerned that this new automation will change the nature of the controller’s job quite substantially . . . some of the typical planning and strategizing functions that currently make the job rewarding will certainly decrease or be removed.”  At the same time, they argue, “the integration of automation will likely pose new and different challenges, creating an environment that will still appeal to controllers, although perhaps in different ways than before.”  One of the major human factors issues implicit in CTAS is that automation may redefine the controller’s job to the extent that new skills and training will be required.  The eventual outcome may entail substantial changes in training procedures and selection criteria.

2.5.2
Human Factors Assessment of TMA.  During the field evaluation conducted by NASA during the summer of 1996, data from questionnaires, on-site observations, and interviews were collected from the controller staff and the TMA users, both in the DFW Center and TRACON.  The principal finding was that sector controllers perceived that the TMA significantly reduced the workload associated with metering-based flow control.  They also believed that the use of TMA reduced delays.  The TMC’s at the center reported that the time-based information provided by the TMA allowed them to be more aware of the arrival situation within the center and TRACON airspace and allowed them to be more proactive in their traffic management activities.

2.6
Issue Analysis and Recommended Actions: Filling in the Gaps

2.6.1
Computer-Human Interface (CHI).  Controllers provided valuable and substantive input into the TGUI computer-human interface (CHI) design.  The system developer, Computer Sciences Corporation (CSC), is currently developing software for the TGUI, based on the TGUI CHI specification written with controller input.  However, the PGUI has not had the same level of user involvement in the development of its specifications, PGUI CHI Requirements for Spiral One and PGUI CHI Requirements for Spiral Two and Beyond.  PGUI Spiral One requirements basically mimic the NASA prototype system, with some function key changes to increase compatibility with the enhanced traffic management system (ETMS).  PGUI Spiral Two requirements have been drafted but have not had an operational review.  

Recommended Action

The CTAS Human Factors Team should monitor the CTAS CHI development for Spiral Builds 1, 2 and 3 to ensure that: (1) the CHI requirements are appropriate from a human factors and operational perspective; and (2) the CHI requirements (and the intent of the requirements) are implemented effectively into the software being developed by CSC and Sterling Software (the site adaptation developer).

2.6.2
Interoperability.  Compatibility in CHI style conventions across several independently developed technologies is important to the overall success of the FFP1 mandate.  Compatibility means that separately developed applications are consistent, coherent, and predictable such that users’ expectations and habits positively transfer to new applications.  It is crucial to acquiring job satisfaction, reducing the probability of human error, and meeting operational acceptability criteria of a consensus of service providers.  New technologies planned for integration with legacy systems (PVD/DSR, ETMS, FDAD, STARS) should first consider instances in the respective CHI conventions where compatibility may already exist in part, requiring only minor adjustments.  Otherwise, it may be prudent to adhere as much as possible to the CHI style selected for the legacy system in that user techniques and preferences of the more mature system are presumed to have been tested, are user acceptable, and are already ingrained in controller habit patterns.  In the case of CHI compatibility between multiple new systems, human factors engineers must work closely with end users to identify and prioritize CHI inconsistencies that will have an operational impact.

Recommended Action

Work with end users and HF staff from pertinent legacy systems to identify CHI incompatibility issues and recommend solutions whose program impact is consistent with the operational impact.  

2.6.3
User Acceptance.  RTCA raised three over-arching issues pertaining to operational acceptability of TMA.  First, a strong case must be presented to controllers that TMA (SC) does not compromise separation and safety.  Second, TMA may be unacceptable at sites where time based metering has not previously been used for flow control.  Third, deployment schedules must allow sufficient time to qualify controllers using a different flow management procedure than that to which they are accustomed. 

In a similar vein, RTCA cautioned that, with regard to pFAST, “Special attention during orientation and training will be required to convince controllers that pFAST results in a conforming solution that is compliant with existing traffic sequencing procedures and safety criteria while providing more efficient traffic flow.”

Many of the activities required to gain controller acceptance will be site specific to address local variations in procedure and culture.  A group of facility controllers will work with the adaptation contractor to develop the knowledge base that models the facility procedures.  Nevertheless, to ensure user acceptance and ‘buy-in’ of TMA/pFAST, including CHI, functionality, operational concept, and training approach at all FFP1 deployment sites, user involvement from those sites should commence.  In general, while TMA and pFAST have been well received at DFW/ZFW, user acceptance is, in part, due to the fact that end users from those facilities have been highly involved in the development of the CTAS system CHI and functionality.  While users from other deployment sites have also had some opportunity to drive initial requirements and subsequently evaluate system prototypes, their involvement has not equaled that of DFW/ZFW.  It is recognized that a learning curve will be required and, to mitigate risk during CTAS implementation, it is best to initiate orientation and involvement now.  

Recommended Action

Conduct a study to identify additional activities needed to gain controller acceptance of TMA/pFAST.

Recommended Action

Establish a CTAS User Team with representation from the FFP1 sites to participate in future activities, such as training and user manual development, and CHI requirement reviews.  

Recommended Action

Work with a cadre from ZFW/DFW to identify issues they may anticipate in implementing CTAS at other FFP1 sites.  Categorize issues, such as adaptation, basic CTAS CHI, functionality, and training for the appropriate resolution.

2.6.4
System Performance.  Recently, controllers at Dallas/Fort Worth TRACON have reported that detection of pFAST-generated advisories on a monochrome display is difficult and requires additional workload, largely because of screen clutter from non-arrival air traffic.  In additional, controllers sometimes have difficulties associating advisories with the correct aircraft on the monochrome display.  

Recommended Action

Conduct a study to evaluate the problems controllers at DFW are experiencing in using pFAST with monochrome displays and the extent to which color displays mitigate these problems.

2.6.5
Monitor and Control (M&C) Computer-Human Interface .  The maintenance personnel interface with both TMA and pFAST is an M&C workstation display and data input device.  This M&C workstation will monitor the health of TMA and pFAST components and switch to backup hardware when a failure is detected.  In addition, the M&C function has the capability to start, restart, and terminate TMA and pFAST processes.  A change to the FFP1 TMA/pFAST Program Plan dated October 2, 1998, suggests that limited reviews of the M&C human interface need to be stepped up, and that formal evaluations of the maintainer interface with TMA/pFAST need to be described, proceduralized, and scheduled.  In addition, the use of commercial-off-the-shelf (COTS) software for M&C may constrain the degree of design change flexibility available to accommodate changes to the CHI if requested by Airways Facilities (AF) subject matter experts.
Recommended Action

The FFP1 human factors coordinator and a representative from the FFP1 maintainability requirements area should identify and resolve mutual M&C human interface issues.  Among these concerns are failure annunciation, diagnostics, and available functionality in degraded modes.  To assure optimum M&C computer-human interaction, rapid prototyping must be produced as soon as possible to determine what changes can be made within the constraints of COTS software, program cost, and schedule.

Given the concern previously expressed for interoperability as it pertains to consistent operator CHI style conventions and selected functionality, that same concern should be extended to TMA/pFAST M&C as it pertains to its interaction with other M&C CHI’s of legacy systems operating within the same facility.

2.6.6
Training and Users’ Manuals.  Although training is a crosscutting FFP1 issue, because of the impact imposed on sites to train for the introduction of multiple new systems it is an issue that merits special attention for CTAS.  NASA has developed users’ manuals to correspond with the CTAS prototype system at ZFW/DFW.  Those users’ manuals are considered to be operationally usable by the site.  CSC must develop users’ manuals to correspond to the spiral builds for CTAS as part of FFP1; likewise, the training must be incremental to correspond to the builds.  To facilitate site acceptance, the manuals, and the overall training approach must be operationally useful.  Because of the compressed schedule between CTAS spiral builds, the training program must be flexible and practical.  

Recommended Action

The FFP1 CTAS Human Factors Team should ensure that training materials are developed.  These materials and the training concept should be reviewed by the CTAS User Team for operational usefulness.

2.6.7
CTAS Human Factors Plan.  CTAS human factors have been worked concurrently by NASA and the FAA.  Since early development of TMA and pFAST, NASA has included end users and human factors engineers in the prototype system development and evaluation.  More recently, the FAA has focused on the development of CHI specifications for TGUI and PGUI.  A common theme throughout the FFP1 Human Factors Action Plan is that human factors activities must progress with the phases of the program to facilitate user acceptance at all FFP1 sites.  Coordination of the CTAS Human Factors activities is essential to avoid duplication of effort between NASA and the FAA, and to ensure all human factors related issues are addressed based on FFP1 program priorities.

Recommended Action

The FFP1 CTAS Human Factors Team should develop a CTAS Human Factors Plan to include roles, responsibilities, and schedule of activities to address the specific issues identified in the FFP1 Human Factors Action Plan.

SECTION 3.

USER REQUEST EVALUATION TOOL CCLD (URET CCLD)
3.1
Product Description.  URET CCLD aids the controller in efficiently managing en route traffic, supporting user request decisions, and strategic detection of potential conflicts.  The tool will provide four key capabilities in ARTCC’s and sectors:

· Aircraft-to-aircraft conflict detection.

· Aircraft-to-airspace conflict detection.

· Evaluation of user or controller requests for flight plan amendments or route changes.

· Increased flight data management capability, including auto-coordination.

The conflict detection features of URET CCLD will provide controllers with a strategic look-ahead to detect possible conflicts between aircraft (20 minutes) and between aircraft and airspace (40 minutes).  Dynamically updated special use airspace (SUA) status information will be available to controllers and URET CCLD will automatically check flight trajectories against that data to determine possible airspace conflicts.

URET CCLD systematically checks for conflicts between aircraft and between aircraft and airspace.  Upon detecting a potential conflict, URET CCLD will provide the controller (D-side) with a visual indication of the problem via the URET CCLD trial planning function.  The controller may elect to create and submit candidate trajectory changes for automated conflict detection.  Trial planning will expand upon the URET CCLD basic conflict detection capability, creating a versatile strategic decision support tool.  Through URET CCLD’s strategic notification and trial planning capabilities, a controller should have more lead time to assess traffic situations and identify appropriate conflict-free resolutions.  The additional lead-time may allow controllers to approve more pilot-requested flight plan amendments, knowing that they are predicted to be conflict free.  With a two-way Host interface connection, a URET CCLD trial plan, which the controller might want to implement as an amendment to an existing flight plan, can be automatically entered into the Host. 

URET CCLD offers a new level of automation to the sector team and provides them with more accurate and timely flight data.  In addition, enhanced flight data management capability, such as auto-coordination of current and proposed flight plans, may create more opportunity for a controller to use the conflict detection and trial planning features of the tool.

3.2
How URET CCLD Evolved.  The URET prototypes installed at the Indianapolis and Memphis ARTCC’s evolved from an earlier prototype developed by MITRE in the mid-1980’s called the automated en route air traffic control (AERA) system.  An initial version of URET was installed at Indianapolis Center in January 1996 for operational evaluation.  Feedback obtained from controllers was used to incrementally incorporate new functionality and CHI enhancements into the tool.  A second prototype system was installed at Memphis Center in October 1997 to expand operational evaluation of URET.  In April 1997, the Joint Resource Council (JRC) directed that URET be expanded as a full-scale development upgrade to the DSR program and termed this upgrade initial conflict probe (ICP).  This was to be an enhanced and “hardened” version of the URET prototype suitable for national deployment at 20 ARTCC’s.  Air Traffic published an Operational Concept and a Final Requirements Document for ICP, while Lockheed Martin developed an architecture and more detailed requirements for building and deploying ICP.

The recommendation in April 1998 to include URET in FFP1 caused a major replanning with regard to ICP.  The tool became a key component of the FFP1 program and was renamed URET Core Capability Limited Deployment (URET CCLD).  The deployment strategy was also changed to reflect the new focus on evolutionary development and incremental deployment.  URET CCLD was slated for deployment at seven sites initially, with a national deployment decision to follow based on evaluation of user benefits.  Functionality for URET CCLD is based on functionality contained in version D3.1 of the prototype system, plus new requirements considered essential by the Air Traffic Conflict Probe Team (AT CP Team) for operational acceptability.  The AT CP Team has developed a revised Operational Concept and an Air Traffic Requirements Document that more accurately reflect how the tool is used operationally at the prototype facilities.  These documents will provide the framework for development and deployment of URET CCLD.

3.3
Target Workforce.  URET CCLD will be integrated into the en route DSR control room at seven selected ARTCC’s.  It will be installed at all sectors and is intended to be used facilitywide, since some of the benefits of the tool can only be realized with that level of usage.  URET CCLD can be used by any member of the sector team and under any sector team configuration.  It will be used by the sector team to support overall sector management and planning responsibilities.  Use of the conflict probe and trial planning features, along with enhanced flight data management capabilities, will support more accurate and earlier problem identification and resolution, leading to increased airspace efficiency and a greater level of safety.

3.4
Controller Interface.  The URET CCLD capabilities are packaged within a controller interface that includes both textual and graphic information.  The text-based aircraft list and plans display manage the presentation of flight data (call sign, route, altitude, etc.), trial plans, and conflict information for the sector.  Clearance language is also generated for trial plans.  The graphic plan display provides a graphical capability to view aircraft routes and altitudes, predicted conflicts, and results of trial plan resolutions.  The point-and-click interface enables quick entry and conflict checking of trial plan route, altitude, or speed changes.  The wind grid display provides a visual representation of forecast winds and temperatures at selected altitude layers.

In URET CCLD, the DSR D-side 15-inch monitor will be replaced by a larger monitor capable of displaying both the existing DSR D-side views, or their functional equivalents, and the additional views and menus added with URET CCLD.  A common graphical application program interface (API), along with a pointing device will be integrated into every DSR D-side console to permit the controller to access the information and capabilities provided by both DSR/Host and URET CCLD in as consistent a manner as feasible.  This capability will permit the controller to arrange the D-side views in the manner best suited to that sector’s operations.  The keyboard will support entries into both DSR/Host and URET CCLD.  
Table 4

URET CCLD Candidate Locations and Deployment Timetable
Location
Status
Dependencies

Memphis ARTCC
Initial daily use (IDU) 11/01. Prototype installed 10/97.  
DSR, HCS/CMS, WARP, NADIN PSN 

Indianapolis ARTCC
IDU: 12/01 Prototype installed 1/96 
See above

Kansas City ARTCC 
IDU: 12/01
See above

Chicago ARTCC
IDU: 01/02
See above

Cleveland ARTCC
IDU: 01/02
See above

Washington ARTCC
IDU: 02/02
See above

Atlanta ARTCC
IDU: 02/02
See above

3.5
Human Factors: Current Status.  The FAA and NATCA established the Air Traffic Conflict Probe (AT CP) Team to resolve issues and provide input in various areas throughout the design, planning, and operational deployment of URET CCLD.  The aim is to resolve issues at the earliest stages of the acquisition process.  Under the Ground Rules Agreement executed by both parties, the team will consist of five bargaining unit members selected by NATCA and five members selected by the FAA.  The duties of the team and how it will function are spelled out in the agreement and in the team charter.  As one of its responsibilities, the team is charged with resolving air traffic human factors issues.  Airway Facilities recently established a team to gain understanding, define, and resolve human factor issues.  The team held its first meeting in November 1998.

3.6 Issue Analysis and Recommended Actions: Filling in the Gaps
3.6.1
HF Planning.  There are many organizations involved and interested in URET CCLD human factors, both inside and outside the FAA.  Currently, for example, at least five private companies are actively involved in various aspects of human factors work for URET CCLD.  There is no overall planning document that clearly identifies the needed human factors activities, the plan and status of each activity, and the roles and responsibilities of the various organizations in human factors throughout the FFP1 timeframe.

Recommended Action

Develop a Human Factors Plan for URET CCLD with specific details laying out the human factors activities.  

3.6.2
Controller Acceptance.  URET CCLD provides sectors with a new level of automation that may substantively change the way that controllers currently perform their sector tasks, and has the potential to change the nature of the controller’s job.  Achieving controller acceptance of any new system can be challenging.  The nature and scope of the operational changes inherent in the use of URET CCLD may substantively increase workforce challenges and risks.  A proactive plan that clearly demonstrates the advantages of the tool to the AT workforce and addresses controller concerns, real or perceived, in a meaningful way is essential to successful deployment.

Recommended Action

Develop and execute “game plan” for achieving AT acceptance at the 5 new URET CCLD sites.  Elements include:

· A robust road show/site familiarization effort.

· Strategies to reduce reliance on paper strips. 

· Address workload and staffing perceptions.

· Address site-unique paper strip use and identify techniques to compensate. 

· Adequate URET CCLD procedures.

· Early user involvement (EUI) for the 5 new URET CCLD sites.

3.6.3
Paper Strip Capacity during URET CCLD Outages.  The D-side display monitor size and strip bay capacity may be inversely proportional.  AAT has indicated display size must be optimized for the normal condition (i.e., operating with URET CCLD and few paper strips).  However, when a URET CCLD outage occurs, the backup is paper strips.  The console design must have the flexibility to provide quick access to “adequate” strip bay capacity without interfering with on-going operations at the sector.  The resolution has not been completed; however, AUA-200 is working with Lockheed Martin to identify options and access feasibility.

Recommended Action

Monitor engineering progress toward a console solution for adequate strip capacity during a URET CCLD outage.  Obtain AT CP Team assessment. 

Recommended Action

Identify the functions for which controllers use paper strips at the 5 new URET CCLD sites.  Address ways to reduce strip capacity needs during non-URET CCLD operations.

3.6.4
Sector Staffing.  Center staffing levels are supposedly calculated to permit two (or more) controllers per sector as the norm.  The reality at many centers and sectors today, however, is that one person sectors is more the norm (particularly where strategic planning functions are not emphasized).  Consequently, using URET CCLD to perform strategic planning functions may increase the frequency and duration of times in which sectors will need to be staffed by a two-person team. 

Recommended Action

Analyze FAA policies related to AT staffing levels versus the actual staffing levels for each of the URET CCLD sites. 

3.6.5
Training.  The current training approach and materials used at Indianapolis and Memphis for the URET prototype are not adequate.  Currently, the Indianapolis and Memphis Centers primarily teach controllers to exercise the URET CHI, not how to perform ATC operations with the new capabilities provided by URET.  Since URET CCLD may change the way controllers perform their jobs, the scope and nature of the URET CCLD training program must be very different than those undertaken for either the voice switching and control system (VSCS) or DSR.  For example, emphasis should also be placed on demonstrating controller techniques that will reduce sector workload and be beneficial for users.

Recommended Action

Ensure that training for URET CCLD addresses how to operationally integrate the use of URET CCLD into sectors. 

3.6.6
Procedures.  Current operational procedures for the URET prototype are limited to the local procedures necessary to permit the use of the prototype during AT operations.  The procedures for URET CCLD will need to be more comprehensive and should recognize and support (and encourage, if practical) the methodological changes necessary to maximize the opportunity for user and controller benefits. Additionally, the proposed changes to procedures must be coordinated with the seven sites where URET CCLD will be deployed.  A high-level plan is in effect to draft the necessary procedures.  Indianapolis and Memphis Centers are developing an inventory of 7110.65 to determine the procedural areas that need to be rewritten or augmented.  Additionally, MITRE has drafted suggestions geared toward using the tool in a manner most likely to produce benefits.  The AT CP Team is scheduled to begin review of existing materials and development of URET CCLD procedures in the spring of 1999.

Recommended Action

Ensure that URET CCLD procedures are developed and validated.

3.6.7
Failure Mode Approach and Procedures.  The HF impacts of a URET CCLD failure are of critical concern.  The backup for URET CCLD is returning to paper strip operations.  Since only strips on flights requiring special attention will likely be posted during URET CCLD operations, the transition to a strip-based operation will take time.  Analysis is needed to validate that maintaining situational awareness during the transition stage will not exceed human performance limits.  This issue is likely to be critical to acceptance at the new URET sites; particularly those viewed as more “strip dependent.”  A brief failure mode operational concept has been defined by the AT CP Team, and system requirements have been defined to aid situational awareness during a failure (i.e., flight and trajectory data “frozen” at the time of failure will continue to be available at the sector).

Recommended Action

Conduct an interactive AT simulation to validate the AT CP Team’s operational concept for URET CCLD outages (i.e., revert to paper strip operations).  (See Section 2.3.5 of URET CCLD Operational Concept/AT Requirements Document.) 

3.6.8
Design Maturity.  Operational usage and experience with URET is continuing to uncover areas requiring changes or improvements. Because the conflict probe aspects of the URET prototypes have not gotten the same level of operational usage at Indianapolis and Memphis Centers, the associated CHI design may be less mature than other areas (such as flight data management).  As the trial planning aspects of the tool get greater use, CHI or functionality issues that are critical to successful Build 1 deployment and/or to achieving user benefits may be uncovered which are not accounted for in the program plan or schedule.  

Recommended Action

Use the URET change management (CM) process for AT requested changes to requirements.

3.6.9
New Functionality/DSR with URET CCLD CHI.  Not all functionality for URET CCLD has been or will be prototyped in URET and validated operationally at Indianapolis and Memphis.  The AT CP Team has added requirements for several new capabilities that need to be developed, along with associated new CHI elements.  Further, integrating the URET CHI with the DSR D-position CHI introduces additional new CHI elements.  The design for integrating the URET CCLD and DSR D-side views onto a single display monitor is the obvious example, although other more subtle CHI integration design issues exist. 


The new CHI elements will need to be designed and integrated with the existing CHI in a manner that does not negatively affect the usability of existing URET or DSR capabilities.  Individual CHI elements for new functions and for DSR integration are being reviewed by the AT CP Team and HF specialists.  CHI options for selected (riskier) areas have been simulated via “fast” prototypes, and are being evaluated by the AT CP Team in March.  Additionally, selected new functionality and CHI are being added to the URET prototypes for evaluation at Indianapolis and Memphis to reduce risk.  Nevertheless, the possibility of additional CHI issues being identified late in the URET CCLD software development and integration cycle exists since there can be unexpected CHI interactions among the new CHI elements or between new and old CHI elements.  Moreover, since URET CCLD will be operated within the context of the sector, interoperability of the 

D and R-side CHI’s must be validated.  This can only occur once sufficient URET CCLD software is available in a DSR lab environment and is able to support an interactive evaluation.  


To do this successfully requires an iterative development and AT evaluation feedback process.  It is not clear that the aggressive URET CCLD schedule will accommodate the iterations needed.

Recommended Action

Continue AT CP Team assessments of the evolving URET CCLD system.  Use Indianapolis and Memphis URET prototypes to obtain field feedback for selected new functionality and CHI.

3.6.10
AT Supervisors.  The role and needs of the AT Area Supervisor have not been addressed in URET CCLD, although supervisors and TMC’s at Indianapolis and Memphis Centers have indicated their desire for a workstation with a capability similar to the Host “see all.”  Currently, URET has some limited capabilities for supervisors, but these requirements are not part of the CCLD requirements.  It is not clear what position the AT SUPCOM has taken on this issue.

Recommended Action

Work with the AT CP Team to define the supervisor’s role and tasks with URET CCLD.

3.6.11
Maintenance Monitoring and Control (MM&C).  The Airway Facilities (AF) team for URET has had one planning meeting to identify areas of concern for their personnel.  They have developed a charter and a way of doing business.  The URET CCLD for AF will be placed on the MMC and will need to have specific CHI and color coordination between the two systems.

Recommended Action

Assist the AF CP team in identifying and resolving human factors issues.

SECTION 4.

COLLABORATIVE DECISION MAKING (CDM)

4.1

Product Description.  CDM will provide Airline Operations Centers (AOC) and FAA with (1) near real-time access to NAS status information, (2) technical support capabilities to enable distributed traffic flow management decision making between the FAA and industry such that the operational objectives of both can be best served, and 

(3) the near real-time performance analysis capabilities that will support continued operational improvement.  The underlying principle behind the development of CDM is that shared information on all sides will create a NAS that is more beneficial to everyone.  Three core products provide the initial thrust for CDM: ground delay program – enhancements (GDP-E), NAS Status Information (NASSI), and collaborative routing (CR). 

4.1.1
Ground Delay Program – Enhancements (GDP-E).  Ground delay programs are put in place by the FAA to manage flights arriving at an airport at times when the airport’s capacity is expected to be reduced, such as during a prolonged period of severe weather or terminal area congestion.  Previous ground delay programs were based primarily on Official Airline Guide (OAG) schedules and the initial flight plans filed by NAS users.  Since GDP decisions are usually made 3 to 4 hours ahead of time and flight plans are typically filed 60 to 90 minutes prior to departure, the Air Traffic Control System Command Center (ATCSCC) was basing most of its decisions on the weeks-old OAG schedules.  The FAA might put a ground delay program into effect and learn too late that the airlines had already reallocated flights to compensate for the reduced capacity.  GDP-E focuses on reducing ground delays by establishing a near real-time demand data exchange capability, a collaborative decision making process, and a collection of automated support tools to provide industry with more flexibility and control over their own operational resources.  



Under CDM, participating airlines send in operational schedules and changes to the schedules on a continuous basis via the CDMnet
: an intranet link that allows participants two-way exchange of real-time aviation information.  Changes include but are not limited to, delays, cancellations, and newly created flights.  The demand information is consolidated approximately every 5 minutes by Volpe National Transportation Systems Center and returned to the users in an aggregate demand list (ADL).  The ADL allows users to be more aware of the actual demand at airports and to plan operations accordingly.  The ATCSCC uses the demand information to help decide if a ground delay strategy is warranted.  All users view data in the same format.  The airlines see how their flights fit into the total demand, which allows them to plan more effectively.

GDP-E began prototype operations at San Francisco and Newark Airports in January 1998 and was expanded to all U.S. airports in September 1998. 
  

4.1.2
NAS Status Information (NASSI) Dissemination.  The intent of this effort is to capture and disseminate identified data elements. 
4.1.3 Collaborative Routing (CR).  This initiative includes a mix of existing and new communications networks, data exchange capabilities, and TFM operational procedures that allow FAA flow managers and their industry counterparts to have a common understanding of NAS constraints and to deal with them more effectively and efficiently.

The CDM program, through the collaborative routing initiative, seeks to create policies, procedures, and technology that will allow the users to view ATC constraints and to jointly plan their flights within these constraints.
  TMC’s at the ATCSCC, ARTCC’s, and certain large TRACON’s and AOC dispatchers at participating airlines will be able to use electronic conferencing capabilities to enable the sharing of situational, reroute planning, and constraint data during severe weather events.  The data to be shared includes nowcast and forecast weather and information generated from traffic management decision support capabilities such as the collaborative routine coordination tool (CRCT) and the traffic situation display (TSD).  Electronic conferencing participants will include FAA flow management personnel at ARTCC’s, TRACON’s, and the ATCSCC as well as airspace users.  Participants will collaborate by exchanging information about problem situations, problem resolution options, and strategies that are decided upon and must be implemented.  Deployment of the initial CR conferencing capability is presently available at the ATCSCC, Indianapolis, Cleveland, Boston, Washington, and New York ARTCC’s and the New York TRACON. 
4.2
How CDM Evolved.  Efforts to introduce greater coordination, collaboration, and sharing of traffic flow management (TFM) information – particularly with the airlines – took on new urgency in 1992 following a period of severe economic loss for the airline industry.  These early efforts included the introduction of the FAA/Airline Data Exchange (FADE) program in the summer of 1993 to determine whether updated schedule information provided by NAS users could affect TFM decision making.  Numerous statistical and simulation analyses were conducted in early 1994 in an attempt to quantify the benefits of the data exchange and the new processes/substitution rules being proposed in the FADE program.  By the spring of 1995, the program was given its present name, CDM, and the CDM working group was formed.  The CDM program was, from the start, a cooperative venture between Government and industry stakeholders.  Advocated initially by a small group of AOC and ATCSCC representatives, the present CDM group has grown to include representatives of 47 airlines, the Air Transport Association (ATA), and a cross-section of the aviation community: government, industry, and academia.  In the summer of 1995, CDM participants worked with RTCA Task Force 3 to further define the collaborative concepts now advocated in the FFP1 Limited Deployment of Selected Capabilities.

4.3
Target Workforce.  ATCSCC traffic management specialists (TMS) and supervisors, traffic management units (TMU)
 at TRACON’s and ARTCC’s, and AOC dispatchers. 
4.4

Controller Interface.  For GDP-E, TMS’s at the ATCSCC mainly use a software package called flight schedule monitor (FSM) to view the ADL’s, giving them a timely and accurate picture of the airport demand.  The FSM can display the following information, which can be viewed as it arrives on line or retrieved from historical data: 



Graphical and timeline picture of airport capacity and demand



Specific flight information



Airport acceptance rates



Open arrival slots



Ground delay operations in progress



To enable collaborative routing, video and application-sharing hardware and software will be deployed to Windows NT workstations at the ATCSCC and ARTCC’s.

Table 5

CDM Candidate Locations and Deployment Timetable
Program Element
Location
Status
Dependencies

GDP-E
ATCSCC, participating AOC’s
Available September 1998
NT W/S (FSM), ETMS, CDMnet

NASSI dissemination
AOC dispatchers, TMS’s at ATCSCC, and TMC’s at ARTCC’s/TRACON’s 
FFP1 data elements identified.  Several available over CDMnet and CDMweb.
NASSI portals, CDMnet, CDMweb, ADTN2000, ETMS communications, NT W/S.

CR conferencing
AOC dispatchers, TMS’s at ATCSCC and TMC’s at ARTCC’s/TRACON’s 
Installation of data conferencing capabilities began fall 1998.
Conferencing software, point-to-point communications, ETMS communications upgrade. 

4.5

Human Factors: Current Status.  Information is exchanged, and issues are resolved through CDM working groups and subgroups drawn from the participating Government and industry organizations.  The groups are assigned specific tasks, conduct studies, achieve consensus, and issue reports.  For example, the Collaborative Routing Working Group formed in September 1996 [previously known as the Severe Weather Avoidance Programs (SWAP) Team] is comprised of operational personnel from both the FAA and user community and technical experts with the knowledge to develop recommended technology and the associated operational procedures.  The NAS Status Information (NASSI) Subgroup was created in September 1996 to identify the data elements critical to aviation safety and efficiency and how best to display this data to a wide range of users. 

The most mature of the CDM tools is GDPE, which includes the FSM, ration-by-schedule (RBS) logic, and schedule compression.  Human-in-the loop (HITL) exercises were conducted with ATCSCC specialists in the summer of 1994.  Additional HITL exercises involving five major airlines and the ATCSCC took place between October 1996 and January 1997.  The exercise was designed to validate the communications procedures and timing cycles, test the functionality in the algorithms to ration and assign arrival slots during a ground delay program, and to gain an overall level of confidence in the software and the collaborative process.
  In addition to the HITL exercises, human factors strategies in the development and design of GDP-E included extensive joint discussions regarding operational requirements as well as joint testing, training, and regular meetings to resolve issues.



FSM has undergone numerous iterations during the course of its development and is considered to be 80 to 90 percent complete.  While some aspects have been characterized as “somewhat cumbersome” from a human factors perspective, mechanisms are in place to handle any remaining problems.  Each iteration of FSM incorporates user suggestions for improvement.  Traffic management specialists who now use FSM “wouldn’t know how to go back to the previous TMS” according to one ATCSCC supervisor.
  Training on how to use FSM is provided to traffic management specialists at the ATCSCC and to all participating users.

4.6
Issue Analysis and Recommended Action: Filling in the Gaps

4.6.1
Human Factors Planning.  While the CDM Working Groups ensure early and continuous involvement by the users, no formal review has been made of the CDM tools to ensure that all substantive human factors issues have been identified and appropriate steps taken to resolve them.

Recommended Action

Conduct an audit to identify all CDM human factors issues and recommend to management any followup actions that may result from the audit. 

4.6.2
Traffic Management Specialist Workload - Collaborative Routing Conferencing.  RTCA suggests that “the possibility exists that more staff or more staff time will be required at FAA and AOC facilities to feed, monitor, and participate in collaborative routing information exchange sessions.”  If this proves to be the case, acceptance may be more difficult, and the tool’s utility could be diminished. 



One difficulty which some foresee is an excessive level of participation in whiteboard sessions.  If too many are involved in an on-line conference, the usefulness of the tool may be compromised.  The expanded use of collaborate routing conferences may bring to the surface cultural issues at the AOC’s over which the FAA has little or no control.  Nevertheless, the FAA should expect to play a role (perhaps the principal role) in melding a common set of standards, procedures, expectations, and rules of “netiquette” in order for the potential of CDM to be fully realized.  Effective cross-program coordination within the FAA would prepare the agency for this leadership responsibility.

Recommended Action

Provide HF guidelines for AOZ and ATCSCC to develop procedures for how and when collaborative routing conferencing will be used and communicate those procedures to the user community.

Recommended Action

Provide an initial collaborative routing (ICR) HF assessment plan to management.  Conduct HF assessment of collaborative routing functionality, usability, and expectations at ATCSCC, select field sites, and AOC for the 1999 ICR evaluation.  Provide assessment results to management. 

4.6.3
Post Operations Evaluation Tool (POET) – Human Factors Analysis.  POET merges two different types of flight information – airline operations and ETMS data.  Its purpose is to pinpoint flow problems and traffic delays that are attributable to the lack of timely and accurate information at key decision points in the traffic management system.  Although the main use of POET, to date, has been analytical, the analysis of POET-integrated data could be one of the principal sources of insight into the human factors aspects of collaborative decision making.  Results could identify those NASSI data elements that are critical to effective management of traffic flow to balance airport demand and capacity.  The results could also help identify areas where improvements in communication are needed (including enhancements in communications media as well as changes in the patterns of interactions) within FAA ATM facilities and between FAA and airline AOC staff.  Finally, POET has the potential to provide direct feedback to operational staff, allowing them to make better real-time decisions. 

Recommended Action

Apply human factors to enhance POET to make the application more effective and efficient.

SECTION 5.

SURFACE MOVEMENT ADVISOR (SMA)

5.1
Product Description.  Information sharing at airports will be enhanced through the SMA FFP1 capability, providing airport ramp towers with a one-way feed of current traffic information previously unavailable to them.  The SMA FFP1 capability will be significantly different from the prototype SMA that has been operating at Hartsfield Atlanta International Airport since 1996.  Specifically, at those airports where SMA FFP1 is implemented, ARTS III data will be available to ramp control operators so that they will have real-time and predicted knowledge of aircraft arrival information.  This information will include aircraft identification, aircraft position in TRACON airspace, and could be used to compute estimated touchdown time.  These data will allow users to better coordinate ground support operations, allocating resources such as ramp and airport services in a more efficient manner.

5.2 How SMA Evolved.  SMA was identified as one of the core capabilities by RTCA for FFP1.

5.3
Target Workforce.  Ramp control operators are the target workforce for SMA FFP1.

5.4
Controller Interface.  No day-to-day operational assistance by controllers is required.  SMA FFP1 information is provided to ramp control operators via a one-way feed of ARTS data.
 

Table 6

SMA FFP1 Candidate Locations and Deployment Timetable
Location
Status
Dependencies

Hartsfield Atlanta International Airport
Began daily use:  June 1996;

90-day operational assessment 2/19 to 5/19, 1997.
(Prototype)

Philadelphia International Airport (PHL)
SMA FFP1 data available: 12/98
ARTS IIIA

Detroit Metropolitan Airport (DTW) 
SMA FFP1 data available: 12/98
ARTS IIIA

Newark International Airport (ERW)
Planned availability: 12/99
ARTS IIIE

Chicago O’Hare International Airport (ORD)
Planned availability: 12/99
ARTS IIIE

Dallas/Fort Worth International Airport (DFW)
Planned availability: 12/99
ARTS IIIE

Teterboro Airport (TEB) 
Planned availability: 12/99
ARTS IIIE

5.5
Human Factors: Current Status.  The functional differences (by design) between the Atlanta prototype and the FFP1 SMA being deployed by the FFP1 Program Office eliminates virtually all of the FAA workforce human factors risks in deploying this capability. 

5.6
Issue Analysis and Recommended Action: Filling in the Gaps

5.6.1
User Acceptance of the Hartsfield Atlanta Prototype.  SMA was initiated in early 1994 as a joint FAA/NASA project.  The FAA selected Hartsfield Atlanta as the field test site for the prototype system in 1995.  It was determined from the earliest stages of development that users would dictate the functional performance of SMA and participate as members of the program management team.  Four separate system design teams (SDT) were established, each representing SMA’s target user groups: air traffic controllers, air traffic supervisors, airlines, and the airport operators.  A “super” SDT, made up of representatives from all four groups, was convened to address issues and resolve differences arising within the teams.  The teams contributed to the development of the operational concept, the operational requirements document, and the mission need statement.  They also participated in the preliminary and final design reviews and in the acceptance, testing, and field demonstration activities. 

A 24-hour-a-day, 90-day operational evaluation of the Atlanta prototype was conducted from February 19 to May 19, 1997, to determine the validity of the system and its functionality, to assess the quantity and value of benefits, and to determine the feasibility of national deployment.
 The evaluation disclosed approximately 20 issues of concern to air traffic controllers, including difficulties with the computer-human interface and how the system performed certain functions.  Many of these deficiencies have since been resolved.  The Hartsfield Atlanta prototype continues to be used by the ramp control operators and airlines, most notably Delta, which operates nearly 700 flights daily from Hartsfield Atlanta.  FAA and NASA reported that since the prototype has been in use, it has reduced airline taxi departure times at Hartsfield Atlanta by more than one minute per flight, potentially creating annual savings of $16 to $20 million in direct operating costs.

There are valuable lessons that might be learned from a further review of the Hartsfield Atlanta experience.  Prior to the deployment of the SMA prototype, the sharing of the same information, in the same format, and in real time to airport and airline operators had never been tried.  At least two other FFP1 capabilities, URET CCLD and CDM, also involve sharing with the users information that was previously unavailable.  The extent, if any, to which human factors contributed to the deficiencies needs to be determined and shared. 
Recommended Action

Human factors specialists should review the deficiencies identified by the controllers using the Hartsfield Atlanta SMA prototype.  If warranted, a case study should be initiated to analyze the issues and recommend steps to avoid similar problems in the fielding of other FFP1 capabilities.  The study could be patterned after similar analyses conducted by the VNTSC.

SECTION 6

CROSSCUTTING ISSUES


While many human factors issues are specific to a single system or work situation, others are more general, arise in a number of different contexts, or cross product boundaries.  These so-called crosscutting or institutional issues, such as the four included in this section, require special attention because of their possible widespread ramifications.  

6.1
Workforce Acceptance.  The deployment of FFP1 core capabilities, most notably URET CCLD, TMA miles-in-trail, and pFAST may change how controllers and airways systems specialists perform their jobs and how their job is defined.  Controllers and airways systems specialists who have not been involved in the development of these tools are likely to be concerned that this new automation will change the nature of their jobs substantially.

Recommended Action

Work with the FAA Human Factors Division to develop a protocol to strategically assess changes in the nature of the controllers’ and airways systems specialists’ jobs, skill changes required, or alteration in roles, if any, specifically related to the deployment of FFP1 technologies. 

6.2

Risk Mitigation.  The evolutionary development approach of FFP1 is intended to reduce the risk of failure for each of the core capabilities when considered separately.  However, the full realization of the FFP1 benefits, in certain cases, calls for joint deployment of these capabilities or is dependent upon other systems that may introduce a new level of complexity and unknown dimensions of risk.  Human factors risk mitigation strategies are essential elements of integration management and will be extended to situations where component technologies are used in interactive modes.  The Human Factors Action Plan activities list will be incorporated into the overall FFP1 risk mitigation process to avoid impacting product schedules and cost. 

Recommended Action

Perform a schedule and cost analysis of the FFP1 Human Factors Action Plan activities.  Develop strategies for mitigating potential risks as they are identified.

6.3
Airway Facilities Computer Human Interfaces.  Today, as a result of many different vendors with life cycle maintenance and the rapidly advancing FFP1 technologies, airways systems specialists face a variety of new technologies with varying levels of automation and different CHI’s.  The new systems include new distributed architectures, networks, and built-in automated features that diagnose system faults and perform on-line reconfigurations to maintain system availability.  Some of these systems, such as CTAS, will have an M&C workstation.  Other systems will not have a separate interface for system status monitoring and fault detection.  Instead, it is presumed that status information would be sent to the National Airspace System (NAS) Infrastructure Management (NIM) system or possibly through the infrastructure M&C workstation, such as in the DSR and STARS.  

Because of the research and development status of the systems prior to inclusion in the FFP1 program, the maintenance concept for the various FFP1 systems has not yet been solidified.  In addition, AF maintainability demonstrations have not yet been conducted to identify maintainability or CHI usability issues.  

Recommended Action

Human factors specialists in the FFP1 program will work with AF to define the maintenance concept for the various FFP1 capabilities, determine if new skills are required, draft new procedures, and determine future training needs.

Currently, some of the system interactions (such as for ETMS) are through a UNIX interface, requiring very technical system analyst skills.  A graphical user interface (GUI) may be necessary to assist AF specialists in performing their tasks.

Recommended Action

Conduct demonstrations to identify and resolve maintainability and CHI usability issues.

6.4
Human-in-the-Loop-Simulations.  A broad criticism of the human factors work associated with the introduction of the Free Flight concept has come from the Society of Automotive Engineers (SAE) Free Flight Subcommittee.  The subcommittee observed that “There is and has been insufficient real-time, human-in-the-loop simulation research on FF concepts.  In the final analysis this is the safest and most cost-effective way to evaluate the major anticipated changes associated with FF.”
  

One of the principal objectives of this plan is to obtain consensus, from as broad a sampling of service providers as is practicable, of the operational acceptance of the individual end-item CHI’s before entering into integrated operational evaluations.  Through a series of incremental hands-on risk reduction demonstrations, human factors specialists can derive insight into the controller’s technique that will help define the needed functionality from the service provider’s perspective.  This insight also aids the CHI designer in understanding the controller’s concerns at the workstation for procedural efficiency, productivity, and, above all, safety of flight.

The window of opportunity for CHI design risk-reduction assessments is calendar 

year 1999 for FFP1 end-items.  During this period, controllers should critique the CHI functionality of each end-item in its rapid prototyping stages while the software is still “soft.”  The critiquing process is frequent and iterative, and should be modeled after the methodology successfully applied by the DSR Issues Workgroup in 1998 (LMC: DSR Issues Workgroup: Technical Issues Resolution Process).  After this period, operational test and evaluation commences. Careful coordination will be necessary to support iterative and incremental user evaluations during rapid prototyping.  The scheduling of these activities will be decided in coordination with individual product managers to determine feasibility and lessen impacts.

Recommended Action

Systematically expand the use of human-in-the-loop simulation at critical points in the development cycle.  The effort should cover all systems issues with human factors implications – training, procedures, workload, situation awareness, and interaction with legacy systems.  The human factors coordinator will work with the FFP1 product teams to set up human-in-the-loop simulations, either at FAA facilities or those of FAA contractors.  Early in 1999, provide a schedule analysis to ascertain requirements for systems-level, human-in-the-loop studies. 

SECTION 7

TRAINING:  A SUGGESTED APPROACH FOR FFP1

Introduction.  The SAE Free Flight Subcommittee observed in its recent report on Human Factors Issues in Free Flight that “Major changes in human-machine interfaces lead to considerable training concerns.”  Yet, despite these concerns “training is often shortchanged.”  Because of the high training demands of new systems, particularly during the transition from manual to automated applications, the SAE recommends that “training must be integrated as a major component of all new systems.”  Because studies have found repeatedly that training is among the most overlooked variables affecting project risk, the FFP1 Human Factors Action Plan places separate emphasis on the development and management of training. 

Why a New Approach is Needed.  In the case of FFP1, training is considerably different from typical training efforts in traditional project management.  FFP1 is a collection of projects, all at different stages of development.  Some initiatives, like GDP-E in the CDM program, are approaching maturity.  Both TMA and pFAST have had working prototypes in the field for several years.  URET is undergoing field trials at Indianapolis and Memphis ARTCC’s.  Training at this stage, therefore, is somewhat behind the usual needs assessment, requirements, course development, course delivery, and course evaluation cycle typical for traditional training methodology.  As a result, the management of training, must, as a matter of practicality and necessity, be very flexible and must take the local site needs into consideration.  


Another important feature in the management of training involves the unique nature of the incremental, spiral approach to system development and implementation being employed in FFP1.  In the incremental, spiral approach, the objectives for FFP1 involve the development and fielding of capabilities only in a small number of select sites.  In subsequent phases, the capabilities are more fully developed into operative procedures, used, and evaluated for cost/benefit prior to subsequent phases that will lead to more standardized and extensive use of the operative procedures across the system.  Therefore, extensive national-scale training for immediate use of the systems will not be appropriate.

Given the conditions of FFP1 just described, the timing and appropriate amount of training is important.  Training under this approach is also incremental, and spirals in amount and extensiveness in direct relationship with the increments and spirals of system development and expansion.  No single method of standardized training will be used across all FFP1 programs.  Different methods will be used for different programs, as well as within programs.  In some cases, such as URET CCLD, the entire facility will receive training prior to deployment, although it may be on an area-by-area basis.  This is yet to be determined.  Persons at the select facilities who receive the new capabilities as a result of FFP1 will receive training on an as-needed basis at the time they need it. 



Formal and Informal Training.  From the training analysis of each core capability within FFP1, the tools will change the nature of the controller’s job.  While maintainers and controllers will need to be trained on the CHI (i.e., how to interact with the tools in terms of manipulating and operating the physical equipment), they will also need to be trained in how to use the capabilities of the tools to perform their jobs.  Again, in line with the concept of FFP1, training will consist of a combination of formal and informal training.  Some of the training will be the traditional scheduled cadre formal training.  Other training will occur in a more one-on-one basis at the selected site. On-site, real-time training will occur when the capabilities are delivered.  At that point, persons will be taught how to operate the new capabilities.  Some of the training will be informal cascaded training, meaning those who learn how to use the new capabilities will then teach others.  This process matches the incremental approach.

FFP1 Training as a Learning System.  The incremental FFP1 development process is a dynamic learn-while-doing process.  It is also a process of constant changes in operational procedures based on the learnings and development and refinement of new capabilities.  This results in a change in traditional training processes to reflect what is in present vernacular termed a “learning system.”  Learning systems are based on learning a little, building on that learning, learning more, and building more.  Each new round of development uses what was just learned as a foundation to build learnings and capabilities.  It is a constant spiral upward.  This process allows lessons to be learned and a methodology for accepting what is needed at the local site.  These needs will vary from site to site.


Present State.  The incremental spiral process begins with an initial foundation of training, which will occur during FFP1.  The initial training for FFP1, both formal and informal, must occur in a timely fashion.  In order to ensure local on-site training needs and credible training materials, an AT and AF team should be involved in the creation of training materials, and training should be performed, when possible, by a controller and maintainer cadre.  The training needs of developmental controllers for all FFP1 capabilities also need to be determined.  

Recommended Action

Because of the evolutionary changes in training requirements that will parallel the spiraling course of systems development and deployment, the training needs for each FFP1 program should be reassessed.  On the basis of each periodic review, training plans and schedules may need revising to reflect changing requirements and objectives.  Training modifications should also be guided by formal and informal evaluations of effectiveness.  To keep track of the multi-level training effort, it is recommended that a database be created and maintained to coordinate and schedule all activities.  The database should include milestones and reasonably paced training schedules for controllers, maintenance staff, and pilots.  The training events should be entered into a human factors database for management in both the human factors management processes as well as the FFP1’s Risk Management Review Board process.

Table 7

TRAINING INFORMATION

Project
Training 

Required to Implement the Program 
Contractor/

Agency Responsible for Training
Course

Status
Funding Status 
Person Responsible for Training Oversight

TMA/

PFAST
AT Cadre for Adaptation to Evaluation
Sterling
Planned
Programmed
Tommie

Turner


AT Cadre for Full Training
CSC
Planned
Programmed
Tommie

Turner


AT Operation Training
FAA
Planned
Programmed
Tommie

Turner


Familiarization Training AT/AF
CSC
Planned
Programmed
A. Agront & T. Turner


EVM Training
CS Solutions
Planned
Programmed
Denise Mack

URET

CCLD


ATCS/SATCS Transition Training
FAA Procedures

Training
In Planning
Funded
Steve

Anderson


NAS/NOM M&C 

Training
WCG (ZID) FAA: Procedures
Ongoing
Funded
Steve 

Anderson


AF Training based on Maintenance. Concept
FAA: Procedures 
In Planning
Funded
Steve Anderson

CDM - GDPE
AT/AOC concept applications/ familiarization 
Metron
Complete
Funded
Midori Tanino

CDM - NASSI
AT/AOC concept applications/ familiarization





CDM –  CR

AT applications;

AF M&C
TBD
In Planning
TBD
TBD

SMA
None required





SECTION 8

THE FFP1 HUMAN FACTORS MANAGEMENT SYSTEM

8.1 
Introduction.  The goal of the FFP1 program is to deliver early benefits to users by the year 2002 through the fielding of low-risk capabilities at selected locations.  The ability to reach quick closure on key issues is essential to keeping the FFP1 program on schedule.  As previously stated in the purpose, this action plan: (1) identifies human factors components that may affect the successful introduction of core FFP1 capabilities, (2) proposes specific approaches that will lead to early resolution, and (3) establishes a process that allows AOZ management to monitor and track all human factors activities within the FFP1 program.  

The Free Flight Phase One Human Factors Management System recommended in this action plan builds upon existing processes each of the product teams may already have in place and uses AOZ-level HF processes to ensure that appropriate action is proceeding.  

8.2
The Human Factors Review Board.  If the human factors effort is to effectively support the overall FFP1 mission, it is also essential that a mechanism for higher level coordination be put in place without delay.  A defining feature of the FFP1 Human Factors Management System is the creation of a Human Factors Review Board that will provide prompt guidance on the mitigation of issues and provide a forum for resolving difficulties within strict time constraints.

The Review Board will be organized under the direction of the FFP1 Integration Manager (AOZ-40) and will be chaired by the FFP1 Human Factors Coordinator.  The initial board members will include an FAA representative and the human factors lead from each of the five FFP1 product areas, the FFP1 NATCA and PASS representatives, and a representative from the FAA Human Factors Division.  All FFP1 Product Managers are ex officio members of the Review Board.

The Free-Flight Phase 1 Human Factors Management System is illustrated in Figure 1 and Figure 2.  The components of the system are described below.

8.3
The Activities List Management  Process.  One of the principal characteristics of the FFP1 program is its reliance on the human factors activities list that is periodically updated.  This list provides AOZ management with all the human factors activities needed within all FFP1 capabilities.  In addition to a periodic updating of the activities list, the current status of each activity will be maintained in a database to provide a systematic means of tracking and documenting progress.

8.4
Issues Review Process.   The success of FFP1 will be based on the resolution of issues and in a quick and effective manner.  The Issues Review Process is designed to identify potential and existing risk, determine the problems and/or solutions, and discuss them at Human Factors Review Board (HFRB) monthly meetings.

The HFRB will meet once a month and communicate by other means between regularly scheduled meetings. 

8.5
The Issues Mitigation Process.  The issues mitigation process consists of ad hoc groups working in tandem, under the guidance of the HFRB. Each group will be expected to take the initiative in resolving human factors issues at the project level as soon as they arise.  Progress will be reported to the Board at regularly scheduled monthly meetings.  In addition, the Board will be available for consultation as needed. 

8.6
The Change Management Process.  The change management process is the feedback mechanism for the HFRB, triggering the establishment of a new activities list from which to measure the effects of modifications designed to improve system performance and/or resolve human factors issues.  Figure 1 illustrates the feedback loop connecting the change and activities list management processes.  All changes to the established list of activities must go through the Board.  

8.7
Relationship between the Risk Review Board and the Human Factors Review Board. 

In order to permit the resolution of human factors issues, the HFRB and the Risk Review Board have a working relationship.  This “team approach” begins only if: (1) the details of an issue/risks identification needs to be specifically addressed by the FFP1 Program Director, (2) the issue/risks identified need additional resources outside of the Human Factors Review Board, or (3) the issue/risk cannot be resolved by the HFRB.  

Coordination with the Risk Review Board will be the responsibility of the HF Coordinator for AOZ-40.
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FFP1 Human Factors

Contractors and Other Federal Agencies
As of December 1998

Program
Contractor

Or

Other Agency
Description
Sponsor
HF Contact

PFAST
NASA/Sterling

Lincoln Labs

CSC

   Crown

DCS

Crown
-   Initial prototype software development

-   Incumbent for CHI upgrade engineering development

-   Integration/limited deployment contractor 

    -   Subcontractor  to CSC for GUI software development

-   AAR-100 human factors coordinator

-   Developing HF plan

-   Initial human factors plan for CTAS (1995)
AOZ-500

AAR-100

Glen Hewitt

AUA-100
Maria Picardi

Harry Part

Michelle Merkle

Dino Piccione

Michelle Merkle

TMA
NASA/Sterling

Lincoln Labs

CSC

   Crown

DCS

Crown
-   Initial prototype developers

Incumbent for CHI upgrade engineering development

-   Integration/limited deployment contractor

    -   Subcontractor to CSC for GUI software development

-   AAR-100 human factors coordinator

-   Developing HF Plan

-   Initial human factors plan for CTAS (1995)

-   Examine HF issues for TMA integration into ETMS (1998)
AOZ-500

John Rekstad

AAR-100

Glen Hewitt

ARU-2

AOZ-40

Mike Gough
Maria Picardi

Harry Part

Michelle Merkle

Dino Piccione

Mark Hoover

Michelle Merkle
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Program
Contractor

Or

Other Agency
Description
Sponsor
HF Contact

URET
Lockheed Martin

MITRE CAASD

VNTSC

TRW/AUA-TAC

Crown

NATCA AT Team

PASS Team


-   CHI full-scale development

     (1)  Identify interoperability issues resulting from URET/DSR

            integration

     (2)  URET ergonomic studies concerning D-side with 20-inch

            display replacement of current 15-inch display

     (3)  Operational evaluation of flat panel display technology

            as a suitable substitute

     (4)  In 1997, performed CHI integration methodology study

            for integrating new systems into legacy systems.

-   CHI prototype and metrics development

-   Independent assessments and special studies.  Color data

     blocks, flat panel display

-   Day-to-day HF and on-site human engineering support

-   Previously, field assessments, concept development, HF

    studies, requirements definition, and T&E.  Identify AT 

    human factors issues.

-   Decision making body for resolution of issues pertaining to

    URET CCLD operational concept, future product 

    improvement, CHI, HF issues, operational procedures

    training, and implementation strategy.

-  Decision making body for Airways Systems Specialists

    issues.
AOZ-200

Tom Spellerberg

AAR-100

Larry Cole

AUA-200

Jesse Wijntjes

ARU-2

Mark Hoover

NATCA

AT SUPCOM

AOZ-40

AUA-200

PASS/AF
Larry Barbour

Mike Tarka

Susan Shultheis

Kim Cordosi

Nikki Haase

Linda Labelle

Michelle Merkle

Frank Black

Alan Sussman
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Program
Contractor

Or

Other Agency
Description
Sponsor
HF Contact

CDM
VNTSC

Crown

AUA-TAC

Metron

MITRE CAASD

CAMI
-   Improvements to ETMS that allow ATCSCC and 

     participating users to share schedule information

-   HF lead for CDM issues

-   Air Traffic acceptability issues for collaborative routing,

    NASSI development

-   Day-to-day support of FSM, including resolution of HF issues 

-   Developing collaborative rerouting coordination tool (CRCT)

-   Baseline human performance levels for decision processes

-   Human centered guidelines for DSS

-   Guidelines to support CDM across NAS 
AOZ-400

Steve Alvania

AAR-100

Larry Cole


Rick Oiesen

Carolyn Gongwer

Roz Hopenfeld

Midori Tanino

Laurel Carlson

Dave Schroeder

SMA
NASA/Ames

Lockheed Martin

JIL

AUA-TAC (CTA)
-   Software design, proof-of-concept prototype, and graphic

    display (Hartsfield Atlanta prototype)

-   Architecture to place ARTS information on AOC net

-   Maintenance of Hartsfield Atlanta demonstration

Air Traffic acceptance/usability issues
AOZ-100

Kenneth Klasinski


APPENDIX A

Program


Contractor

Or

Other Agency
Description


Sponsor
HF Contact

Cross-cutting
Human Solutions

Crown

NAS/Ohio State

CAMI

FAATC

VNTSC

NARI

Lincoln Labs

Lockheed Martin


-   HF integration and oversight coordinator for all FFP1

    systems, human-in-the-loop simulations, future workstation

    configuration, and workload analysis.

-   Analyze AF human factors issues

-   Define information flows in the ATM system (POET).

-   DSR cultural studies; electronic flight strips; AT/AF future

    skills, selection, and training process; guidelines for team

    performance training; develop measures for task loading

    and performance based on SAR data; develop measures for 

    controller expertise; displays that aid controller planning;

    and ATC teamwork in CDM.

-   Performance baseline for STARS/DSR.  Study AT

    workload in FF environment.

-   Effects of color-coded data blocks for predicting conflicts.

-   Produce “how-to” guide for conflict probe.

-   Tasking to develop integrated CHI guidelines for FFP1. 

-   Data link integration into DSR


AOZ-40

Mike Gough

AAR-100

AAR-100

Larry Cole

AAR-100

Larry Cole

AAR-100

FFP1

AUA-200

AUA-200


Brenda Boone

Michelle Merkle

Larry Cole

Dave Schroeder

Earl Stein

Kim Cardosi

(tbs)

Jesse Wijntjes

Jesse Wijntjes



APPENDIX B

FFP1 CCLD Operational Concept Overview

Using the consensus established by RTCA in the Government/Industry Operational Concept for the Evolution of Free Flight as a basis, the following operational concepts specifically address operations for FFP1 CCLD during the NAS modernization period 1998-2002.  Therefore, these concepts form a subset of the concepts found in the RTCA report, yet retain the consensus of Government and industry in the activities needed to evolve to Free Flight.

This section extracts the concept of operations as presented in the RTCA document that will be specifically fulfilled by the implementation of FFP1 capabilities.  It is not meant to represent a complete snapshot of the NAS in 2002, only the impact of FFP1 CCLD.  It is recognized that other NAS modernization activities and near-term procedural enhancements, not specifically identified as FFP1 initiatives, will be concurrently implemented during this time frame and will be fulfilling additional operational concepts.  The source concept of operations for those areas of activity remains the Government/Industry Operational Concept for the Evolution of Free Flight.

Presentation of the concepts is consistent with other operational concepts established for the mid-term and far-term time periods as published in the RTCA document.  The discussion follows the same structure found in the Government/Industry Operational Concept, where operational concepts represented by phase of flight, with additional considerations given to overarching activities such as national traffic flow management. 

Table 2-1 provides a summary of operational concepts that will be fulfilled in the 1998-2002 timeframe by FFP1 CCLD.  The table lists the top level operational concepts from the RTCA Task Force 3 report in the left column with specific phase or domain of flight listed across the top of the table in the first row.  At intersections of an operational concept and a phase of flight is a brief description of how the operational concept will be fulfilled during this timeframe.  A reference to the FFP1 core capability that will fulfill the concept is identified in parentheses.

The table is designed to supplement the detailed concept of operations which follows and provides the reader with a ready reference.  It can be used to correlate the concepts to the descriptions of the FFP1 core capabilities found in Section 3.  (Ed. Note: Section 3 of RTCA Addendum 1 is not included in this document.)

Table B-1

Summary of Operational Concepts, 1998 – 2002

Operational

Concepts

Phase or Domain of Flight


Flight Planning
Surface Operations
Terminal Operations
En Route
Traffic Flow Management

Enhanced

Information

Sharing
Real-time NAS Status information supports flight planning (CDM)
Real-time flight activity information enhances surface operations (SMA)


1. Greater sharing of information between users and ATCSCC improves strategies (CDM)

Collaborative Decision Making
AOC’s share schedule information with ATCSCC (CDM)

Users are queried on optimal strategies to support restricted flow situations (CDM)

Capability to “display conference” with users on TFM issues creates better solutions (CDM)

Automated Decision Support Tools


Sequencing and runway assignment tool optimizes throughput (pFAST)
1. Strategic conflict prediction is available to controller (URET).

2. Traffic management tool helps improve traffic efficiency (TMA)
Capability to evaluate NAS TFM strategies improves future performance (CDM)

Enhanced Communications



Ground-to-air data link improves communica-tions efficiency and reduces frequency congestion (CPDLC) 
Improved communica-tion network between AOC’s and ATCSCC enhances collaboration (CDM)

Source:  RTCA Addendum 1, FFP1 Limited Deployment of Select Capabilities

Table B-2

Summary of FFP1 Capabilities, Functions, and Enhancements
FFP1

Capability
Functions
Domain
Used by

Whom
Enhancements

TMA-SC
-  Develops meter list scheduling

   plan for adapted airport

-  Provides meter fix load-

   balancing by assigning aircraft

   to runways
En Route
R-Controller, TMC
-  Decision support for smooth 

   TFM to runway

-  Optimizes runway usage for

    arrivals and departures

PFAST
-  Calculates and displays landing

   sequence numbers and runway

   assignments
Terminal
Controller, TMC
-  Decision support aid for

   efficient use of runway

   capacity during peak traffic

   periods (arrivals and 

   departures).

-  Improved safety through

   better controller situational

   awareness

URET
-  Aircraft-to-aircraft conflict

   detection

-  Aircraft-to-airspace conflict

   detection 

-  Trial planning to support

   conflict resolution or user

   requests

-  Conformance monitoring of

   current flight trajectory

-  Some electronic flight data

   capability
En Route
Sector Team (Primary: D-Controller)
-  Controller decision support

   aid

-  Reduce altitude and speed

   restrictions

-  Reduce dependence on

   paper strips

CDM:

GDP-E
-  Flight schedule monitor (FSM)

-  Provides ration by schedule

   (RBS)

-  Schedule compression (SC)

-  Control by time of arrival

   (CTA)  
TFM
ATCSCC, AOC
-  Collaborative information

   sharing that optimizes user

   schedules while resolving

   projected demand

-  ATCSCC able to make

   better decisions on the need,

   time, and duration of a GDP

-  AOC’s gain greater control

   over their operation

CDM:

NAS Status Information
-  Provides near-real time airport

   and airspace status data
All Domains
ATCSCC, AOC then NAS-wide
-  Common view of data

   leading to shared

   understanding and better

   planning by all NAS

   participants

CDM Collaborative Routing
-  Display conferencing of shared

   view of real-time traffic flow

   situations

-  Provides way for users to

   graphically display alternate

   routing around hazardous

   weather and SUA’s
En Route, Terminal
ATCSCC, TMC, AOC
-  Common situational

   awareness

-  Faster decision making

-  Collaboratively planned

   solutions when solving

   excess demand problems

SMA
-  Provides real-time ARTS III or

   STARS data about aircraft

   position

-  Provides estimated touchdown

   time
Surface Operations
Ramp Tower Controller
-  More efficient coordination

   and management of ground

   support services

Source:  RTCA Addendum 1, FFP1 Limited Deployment of Selected Capabilities, Table 3-1, page 3-2
2.1
Flight Planning

During the FFP1 timeframe, flight planning is enhanced by collaborative decision making capabilities used by airline operations centers (AOC) and air traffic management (ATM).  These capabilities enable information sharing on a variety of NAS status data and improve the implementation of the ground delay program, when necessary.  The capabilities support improved flight planning and associated services, resulting in increased collaboration between users and service providers.

Exchange of Real-Time Information


Improvements to flight planning are provided by automation capabilities that increase the sharing of near real-time information between users and service providers regarding airspace or airport flow restrictions.  A variety of information regarding the state of the NAS operations and infrastructure is available to NAS users via electronic means.  This information can be used by NAS users to prepare flight plans that result in a reduction in the number of in-flight reroutes due to misinformation, reducing workload for all parties and significantly improving the chances that air traffic control (ATC) will approve a user-preferred flight plan.  As the user generates a flight plan, information regarding current and predicted weather conditions, traffic density, restrictions, and status of special use airspace (SUA) is available.  Prepared routes can be checked against these conditions and any potential problems can be reconciled by the user before the flight plan is filed.

Improved NAS Demand Data

The management of the NAS is influenced by the availability of runways, the critical resource that limits system throughput in 2002.  In most instances today, demand at the major airports is defined by the Official Airline Guide (OAG) schedule, not the actual daily schedules planned by the users.  During FFP1, the Air Traffic Control System Command Center (ATCSCC) and AOC’s use improved decision support tools to revise the status of active and proposed flights to reflect more realistic schedule times, i.e., the latest planned departure times, resulting in more accurate predictions of traffic load, and increased flexibility due to the imposition of fewer flow restrictions.

Collaborative Flight Planning


AOC’s are participants in the resolution process when certain traffic flow initiatives are required.  When ATCSCC must implement a ground delay program or exercise the use of alternate arrival and departure routes due to severe weather problems, AOC’s are consulted for their inputs.  For example, as the ATCSCC polls the participating AOC’s for flight schedule reductions to alleviate an airport traffic flow problem, they might obtain sufficient voluntary reduction such that no further action is required.  Otherwise, an enhanced ground delay program, or capacity management program, is implemented using an approach called “ration by schedule” (RBS).  This approach uses the OAG schedule to allocate arrival slots for the air carriers at the affected airports and is commonly referred to as “control by time of arrival” (CTA).  Use of the OAG schedule allows the airlines to receive credit for their voluntary actions to reduce the demand at the airport.  For scheduled air carriers, this approach preserves the desired arrival order and reduces bank disruptions at hub airports, giving the AOC greater control over their operations.  For users without published schedules, flights are treated in 2002 in the same manner that they are today.

Availability of this flight planning information, coupled with NAS status information, facilitates more effective collaborative decision making between the AOC and ATM.  This increased collaboration and information exchange provides a more accurate baseline for estimating system demand.

2.2
Surface Operations

Surface operations are improved by the use of information sharing at some airports.  This capability provides airport ramp control personnel with real-time and estimated aircraft position information for arrivals in the terminal area.  The availability of real-time and estimated information can result in reduced taxi delays and more efficient ramp services.

Aircraft Position Data Available to NAS Users

Information provided to ramp controllers allows them to remain informed of the status of arriving aircraft using real-time and estimated information, enhancing users’ gate and ramp operations.  Real-time status information includes aircraft position updates while in terminal radar approach control (TRACON) airspace.  Department of Defense (DoD) and “sensitive” aircraft information are filtered out.  Estimated touchdown time is also available.  Aircraft position updates and estimated touchdown time provide ramp personnel with a “heads-up” on how close an arrival is to landing, enabling potentially more efficient scheduling of ground crew and gate support resources.  Greater collaboration between tower controllers and ramp personnel can occur if a gate is not available and ramp personnel need to request that ATC hold an arrival aircraft on the airport movement area.

2.3
Terminal-Area Operations (Arrival/Departure)

A new decision support tool that automates the sequencing, balancing, and runway assignment of aircraft for final approach is in use by service providers at some airports in the FFP1 timeframe.  Collaborative decision making, through information sharing, will be available at some ATC facilities.

Improved Runway Sequencing and Spacing

Some TRACON traffic managers and controllers have access to an automation tool that aids airport final approach sequencing and runway assignment, resulting in efficient throughput and smoother traffic flows.  The TRACON traffic manager can make adjustments to balance traffic flows that better support the user and balance the airport resources, e.g., runways, for the adapted airport.  Such automation assists the controller in optimally sequencing aircraft and assigning runways according to user preferences and system constraints.  This capability minimizes approach holding, excessive radar vectoring, and enables controllers to efficiently manage traffic, essentially reducing delays when airport demand exceeds capacity.


Tower controllers can also receive enhanced capability through a supplemental shared display of the runway assignment and landing sequence for all inbound aircraft.  This improves their situational awareness and enhances safety.

Collaborative Decision making 

Terminal area information sharing is facilitated by the presentation of timely data on the status of active flights, as well as other NAS information.  Service providers remain informed on distant weather conditions in order to anticipate changes to the daily traffic flow and requests from other facilities.  This is especially important when working with tower service providers to manage runway configuration changes.  Arrival flows and departure queues are planned around projected times for runway configuration changes that cause the least traffic disruption.


National and local TFM service providers collaborate with users to select arrival and departure routes when severe weather is expected to affect terminal area operations.  When events like a runway closure or weather result in an extended period of reduced capacity at an airport, TFM service providers at the ATCSCC collaborate with users to implement strategies to resolve the situation.  This facilitates more effective collaborative decision making between AOC’s and ATCSCC.

2.4
En Route (Cruise)

En route operations are characterized by improved services to users, through increased accommodation of user preferences, and smoother, more efficient traffic flows.  Service provider productivity is enhanced via increased NAS capabilities and improved interfaces.  These improvements are accomplished by a combination of new automation capabilities and procedures modified or enhanced in conjunction with the new capabilities.


Traditional route structures previously provided the controller with fixed intersections of traffic streams, assisting in the prediction of potential loss of separation between aircraft.  New automation capabilities help the controller predict trajectories and potential loss of separation between aircraft, supporting increased use of off-airway navigation and direct routing and further supporting the anticipated growth in traffic demand.


At some locations, ground-to-air data link communication is available to reduce frequency congestion and communication errors.  At other locations, as aircraft approach their destination airport, they are sequenced and integrated into arrival patterns by the use of decision support automation tools that smooth the transition to the arrival stream.

Automated Decision Support Tools to Enhance Conflict Prediction

In 2002, some en route service providers have daily use of a conflict prediction capability.  The controller uses this conflict prediction capability to evaluate flight trajectories of current or proposed flights, identifying potential aircraft-to-aircraft and aircraft-to airspace conflicts.  The capability supports the sector team in predicting and resolving potential conflicts between aircraft that are flying in certain en route low, high, or super-high sectors.  In addition to aircraft-to-aircraft analysis, the conflict prediction capability assesses trajectories to detect unauthorized flight into an SUA.  The availability of this ground-based conflict prediction capability allows the use of more flexible routes and efficient altitudes.


The conflict prediction capability enhances efficiency in NAS operations and enables controllers to address and eventually approve more user requests for off-airway direct routes.  Direct routes save time and allow for more efficient operations that enhance the situation for operators and passengers alike.

Improved Ground-Air Communication from Data Link Application


At some ATC facilities, ground-to-air communications efficiency is improved by the use of controller-pilot data link communications.  Where implemented, data link is used to pass frequency changes to equipped aircraft whose pilots acknowledge receipt over the same data link system, a capability known as transfer of communications (TOC).  This capability reduces frequency congestion and enhances communication efficiency by reducing communication errors.  TOC is available to aircraft transitioning between en route sectors and from en route to terminal sectors.  Once the evaluation of TOC messages is completed, the following additional data link services can be incorporated: a) initial contact message, an automated pilot “check-in” feature at the air route traffic control center (ARTCC) with altitude verification; b) altimeter setting message that up-links a current altimeter setting; and c) message text services, pre-defined messages that provide routine information to aircraft.  These initial data link services are not used to change an aircraft’s trajectory, but streamline the delivery of routine information, freeing the controller to spend more time on other tasks as required.

Decision Support Tools to Enhance En Route TFM Operations

Automation that improves traffic throughput, making maximum use of available terminal and airport capacity, is available in some ARTCC’s through the use of a traffic management decision support capability.  Where available, the decision support capability helps TFM regulate flow by providing time-based metering.  This capability allows the TFM service provider to balance traffic flows across meter fixes and sequence the aircraft for more efficient throughput to the adapted airport.  Some aircraft are able to stay on course by making self-initiated adjustments to meet a meter fix time in cases where ATC previously had provided vectors to achieve spacing.  Time-based metering is possible because the automation capability considers aircraft equipage and performance.  These improvements increase system capacity, reduce delays, and make more efficient use of available airspace and runway capacity.

2.5
Traffic Flow Management (TFM)

Traffic flow management capabilities available in this time frame address specific limitations that existed previously.  For example, prior to FFP1, users and TFM personnel were forced to make decisions with little information regarding the other’s perspective or limitations.  Now, however, information sharing between users (particularly AOC’s) and ATM is more common.  Such information sharing and the resultant user involvement in decision making during certain situations creates shared views of problems and solutions, resulting in true collaborative decision making.  Furthermore, TFM has the capability to evaluate the impact of proposed flow strategies on other facilities prior to their implementation.  This was not previously available and is a first step toward developing other strategy evaluation capabilities.

Decision Support Tool to Enhance TFM Operations

TFM initiatives in this timeframe are supported by the increased use of a decision support system for evaluating NAS strategies.  This tool affects all users similarly, although users with an AOC or AOC-like capability have an opportunity to collaborate with TFM service providers to address specific flow restrictions.  A potential capability in this time frame is a decision support aid that performs “what-if” analyses to support decision making on initiatives such as MIT restrictions.

Collaborative Decision making Through Shared Situation Views

By 2002, improved information exchange and increased collaboration through a shared, common display between ARTCC traffic management coordinators, ATCSCC traffic management specialists, and AOC ATC traffic coordinators enable collaboration in responding to flow and routing constraints caused by severe weather or other situations.  Shared electronic “chalkboards” or workstations with large color graphics displays allow scaling and panning of areas to show features and traffic patterns.  Display graphics present airspace features that include SUA’s, sector geometry features, real-time hazardous weather depictions, and flight track data.  This collaboration provides ways for traffic managers to view traffic constraint problems, develop strategies for resolution, and verbally collaborate on resolution plans that may result in the need to reroute aircraft.

Flexible User Operations


NAS users have increased flexibility in planning routes and adjustments mandated by constraint-producing events such as severe weather.  The NAS relies less on routine restrictions and fixed routes to structure traffic and manages more NAS resources through dynamic and adaptive strategies.

Distributed Problem Resolution

TFM employs the philosophy of problem resolution at the appropriate level.  Certain service providers at the national TFM level monitor traffic, weather, and infrastructure status across the NAS, then manage by implementing traffic restrictions of a broader scope, facilitate coordination among other domestic and international service providers, and interact with AOC facilities and other NAS users as required.  Some local service providers have access to the projected demand information for the day, as well as tools to strategically identify areas and times of higher density so that TFM issues can be efficiently resolved at the appropriate level.


Under this approach, all users are able to make more effective use of NAS resources during reduced capacity conditions.  Improved information about capacity constraints allows these users to adjust their operations accordingly, helping to resolve problems without TFM intervention.
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ACRONYMS 

A

AAF

Airway Facilities (FAA headquarters organization) 

AAR

airport acceptance rate

AAT

Air Traffic Service (FAA headquarters organization)

A/D

arrival/departure

ADL

aggregate demand list

AERA

automated en route ATC
AF

airway facilities

AMCC

ARTCC monitor and control center

AOC

airline operations center 

AOZ

Free Flight Phase One Program Office (FAA headquarters organization)

API

application program interface

ARINC
ARINC, Incorporated

ARTCC
air route traffic control center

ARTS

automated radar terminal system

ASD

aircraft situation display

ASP

arrival sequencing program

AT

Air Traffic (FAA organization)

AT CP

Air Traffic Conflict Probe Team

ATA

Air Transport Association

ATC

air traffic control

ATCSCC
David J. Hurley Air Traffic Control System Command Center

ATCT

airport traffic control tower

ATL

Atlanta, Hartsfield Atlanta International Airport or TRACON 

ATM

air traffic management

ATO

Air Traffic Operations Program (FAA headquarters organization)

AUA

Air Traffic Systems Development (FAA headquarters organization)

AUA-200
Integrated Product Team for En Route (FAA headquarters organization)

AUATAC
AUA technical advisory contractor (TRW)

B

C
CAASD
Center for Advanced Aviation System Development (MITRE Corporation)

CCB

Configuration Control Board

CCLD

core capability limited deployment

CDM

collaborative decision making

CDMnet
CDM network

CDR

critical design review

CHI

computer human interface

CM

communications manager

CMS

common message set

CNS

communications, navigation, surveillance

CONUS
continental or contiguous United States (lower 48 states)

COTS

commercial off-the-shelf

CP

conflict probe

CR

collaborative routing

CRCT

collaborative rerouting coordination tool

CTA

control by time of arrival

CTAS

center TRACON automation system

D
DA

descent advisor

DEN

Denver TRACON
DFW

Dallas/Fort Worth International Airport or TRACON
DRR

deployment readiness review

DSR

display system replacement

DTW

Detroit Metropolitan Wayne County Airport or TRACON
E
EDARC
enhanced direct access radar channel

ESC

enhanced system capability

ETA

estimated time of arrival

ETD

estimated time of departure

ETMS

enhanced traffic management system

EUI

early user involvement

EVM

earned value management

EWR

Newark International Airport

F

FAA

Federal Aviation Administration

FAATC
William J. Hughes Technical Center (formerly FAA Technical Center)

FADE

FAA/airline data exchange

FAF

final approach fix

FAST

final approach spacing tool

FDAD

full digital ARTS display

FD/TDL
functional description/top level design

FE

field evaluation

FF

free flight

FFP1

free flight phase 1

FFP1PO
Free Flight Phase 1 Program Office

FMS

flight management system

FP

flight plan

FPS

flight progress strip

FRD

final requirements document

FSD

full scale development

FSM

flight schedule monitor

G
GAO

Government Accounting Office

GDP-E

ground delay program - enhancement

GPS

global positioning system

GUI

graphical user interface

H
HCS

host computer system

HF

human factors

HID

host interface device

HW

hardware

I
IAD

Dulles International Airport

ICD

interface control document

ICP

initial conflict probe

ICR

initial collaborative routing

IFR

instrument flight rules

I-HOST
interim host computer system

IOC

initial operational capability

IOE

initial operational evaluation

IOT&E
initial operational test and evaluation

J
JFK

John F. Kennedy International Airport

JRC

Joint Resource Council 

K
L

LAN

local area network

LAX

Los Angeles International Airport

LGA

La Guardia Airport

LMATM
Lockheed Martin Air Traffic Management

M
M&C

maintenance and control

MF

meter fix

MFAR

meter fix acceptance rate

MFT

meter fix time

MIT

miles-in-trail

MIT/LL
Massachusetts Institute of Technology – Lincoln Laboratory

MITRE
The MITRE Corporation

MSP

Minneapolis, TRACON or airport 

MOU

Memorandum of Understanding

N
NADIN
national airspace data interchange network

NAS

National Airspace System

NASA

National Aeronautics & Space Administration

NASSI

national airspace status information

NATCA
National Air Traffic Controllers Association (FAA labor organization)

NIM

NAS Infrastructure Management

O

OAG

Official Airline Guide

OE

operating environment

OJT

on-the-job training

ORD

operational readiness demonstration, also
operational readiness document, also
Chicago O’Hare International Airport

OSD

operational system development

OT&E

operational test and evaluation

P

PASS

Professional Airways Systems Specialists (FAA labor organization)

PDC

pre-departure clearance

PDR

preliminary design review

PFAST
passive final approach spacing tool

PGUI

plan view graphical user interface

PHL

Philadelphia International Airport

POET

post operations flight evaluation tool

PSN

packet switch network

PSR

program status review

Q

R
RAR

runway acceptance rate

RBS

ration by schedule

R&D

research and development

RRMPS
rapid response program management system 

RTCA

formerly the Radio Technical Commission for Aeronautics

S

SAE

Society of Automotive Engineers 

SAT

site acceptance test

SC

single center

SD

situation display, also


software development

SMA

surface movement advisor

STA

scheduled time of arrival

STARS
standard terminal automation replacement system

STD

standard time of departure

STL

Lambert/St. Louis International Airport

SUA

special use airspace

SUPCOM
Air Traffic Supervisors Committee

SWMC
severe weather management coordinator

T
TFM

traffic flow management

TATCA
terminal air traffic control automation

TBD

to be determined

TBS

to be supplied

TGUI

timeline graphical users interface

TMA

traffic management advisor

TMA-SC
traffic management advisor – single center

TMS

traffic management system

TMC

traffic management coordinator

TMU

traffic management unit

TRACON
terminal radar approach control

TWI

two-way interface

U
UPR

user preferred routing

URET

user request evaluation tool

V
VFR

visual flight rules

VNTSC
Volpe National Transportation Systems Center

VSCS

voice switching and control system

W
WAAS

wide area augmentation system

WARP

weather and radar processor

WJHTC
William J. Hughes Technical Center

X

Y

Z
ZAB

Albuquerque ARTCC

ZAN

Anchorage ARTCC

ZAU

Chicago ARTCC

ZBW

Boston ARTCC

ZDC

Washington ARTCC

ZDV

Denver ARTCC

ZFW

Fort Worth ARTCC

ZHU

Houston ARTCC

ZID

Indianapolis ARTCC

ZJX

Jacksonville ARTCC

ZKC

Kansas City ARTCC

ZLA

Los Angeles ARTCC

ZLC

Salt Lake City ARTCC

ZMA

Miami ARTCC

ZME

Memphis ARTCC

ZMP

Minneapolis ARTCC

ZNY

New York ARTCC

ZOA

Oakland ARTCC

ZOB

Cleveland ARTCC

ZSE

Seattle ARTCC

ZTL

Atlanta ARTCC





































� Swenson, H., et al, “Design and Operational Evaluation of the Traffic Management Advisor at the Fort Worth Air Route Traffic Control Center, ATM Seminar 97.


�www.ctas-techxfer.com/b2/funct_descr/sys


� The TMC estimates and predicts the demand of air traffic and a facility’s capacity to absorb it.  Controllers execute the flow management strategy prepared by the TMC.


� The TRACON facility provides radar approach control services for a terminal area, usually within a radius of approximately 40 miles from the primary airport.


� CTAS-TMA Build 2.0 Prototype Undergoing Field Testing at Dallas-Ft. Worth, AUA News and Information, August 1996, www.faa.gov/aua/old_news/ctas-tma. 


� Nichol, R., FAST Times at DFW, The Journal of Air Traffic Control, April-June 1996.


�http://web1.volpe.dot.gov/opsad/ctlrl-98.html


� Source: CTAS System Level Functional Description/Top Level Design.


� Hoang, T. and Swenson, H.N., “The Challenges of Field Testing the Traffic Management Advisor in an Operational Air Traffic Control Facility,” NASA Ames Research Center, August 1997.


�Katharine K. Lee (Ames  Research Center) and Beverly D. Sanford (Sterling Software, Inc.), “Human Factors Assessment: The Passive Final Approach Spacing Tool (pFAST).”  NASA, October 1998.


http://atrs.arc.nasa.gov/atrs/98/lee/9900077/98-00077.refer.new.html


� Point-outs are defined by Lee and Sanford as aircraft requiring special handling; crossing through airspace that was not normally assigned to such aircraft; and coordination with another position so as to utilize another controller’s airspace, but retaining communication and control.


�Harry N. Swenson, et al.  See references.


� CDM Network is a generic term for the collection of vendor/Government supplied data exchange networks.


� Summarized from CDM and the Philosophy Behind It and What’s different about a CDM GDP? prepared and posted by Metsci.com 


� Weatherly, J., CDM Presentation, November 1998


� The TMU is a group of traffic management coordinators (TMC) working in concert to coordinate all traffic within the facility.  


� Summarized from CDM Presentation, James Wetherly, AOZ-400, November 1998.


� Collaborative Decision-Making (CDM) Program Successfully Completes First “Human in the Loop” Exercise, AUA newsletter, October 1996.


�Telephone interview with James Wetherly, CDM Technical Lead, December 22, 1998.


� Government/Industry Operational Concept for the Evolution of Free Flight, Addendum 1, Free Flight Phase 1, Limited Deployment of Selected Capabilities, pages 3-8 and 4-9; also Summary of Implementation Issues, pages 2-16/17; RTCA, August 20, 1998.


� Lawson, Dennis R., Surface Movement Advisor (SMA), presented at the Air Traffic Management R&D Seminar, Saclay, France, June 17, 1997.


� NASA/FAA System Helping Holiday Airline Travelers Miss Fewer Flights; Joint FAA/NASA news release, December 15, 1997.


� Katharine Lee and Beverly Sanford, Human Factors Assessment:  The Passive Final Approach Spacing Tool (pFAST) Operational Evaluation, October 1998.  See also: Human Factors Issues in Free Flight, SAE G-10 Aerospace Resource Document No. 50079, and Free Flight: NATCA Issues, http://home.natca.org


� Society of Automotive Engineers G-10W Free Flight Subcommittee, Human Factors Issues in Free Flight.


� Source:  RTCA Addendum 1: Free Flight Phase 1 Limited Deployment of Select Capabilities, Section 2


� Note by editor; recent change proposed by the RTCA Steering Committee, after the publication of the FFP1 CCLD Operational Concept Overview in Addendum 1, altered the development path for CPDLC, placing it outside the timeline prescribed for FFP1.  





ii
i
March 26, 1999


_980083249.doc
[image: image1.png]Relationship b

Hur

T Reestablish Activities List








